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Meeting Agenda — MRO Protective Relay Subgroup — February 22, 2022

VIDEO AND AUDIO RECORDING

Please note that Midwest Reliability Organization (MRO) may make a video and/or an audio recording of
this organizational group meeting for the purposes of making this information available to board members,
members, stakeholders and the general public who are unable to attend the meeting in person.

By attending this meeting, | grant MRO:

1. Permission to video and/or audio record the meeting including me; and

2. The right to edit, use, and publish the video and/or audio recording.

3. lunderstand that neither | nor my employer has any right to be compensated in connection with the
video and/or audio recording or the granting of this consent.
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MRO ORGANIZATIONAL GROUP GUIDING PRINCIPLES

These MRO Organizational Group Guiding Principles complement charters. When the Principles are
employed by members, they will support the overall purpose of the organizational groups.

Organizational Group Members should:

1.

2.

Make every attempt to attend all meetings in person or via webinar.
Be responsive to requests, action items, and deadlines.

Be active and involved in all organizational group meetings by reviewing all pre-meeting materials and
being focused and engaged during the meeting.

Be self-motivating, focusing on outcomes during meetings and implementing work plans to benefit
MRO and MRO’s registered entities.

Ensure that the organizational group supports MRO strategic initiatives in current and planned tasks.
Be supportive of Highly Effective Reliability Organization (HEROTM) principles.

Be supportive of proactive initiatives that improve effectiveness and efficiency for MRO and MRO’s
registered entities.
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MEETING AGENDA

Agenda Iltem

1 Call to Order and Determination of Quorum
Greg Sessler, PRS Chair

a. Determination of Quorum and Introductions

PRS Meeting Secretary
b. Robert’'s Rules of Order
2 Standards of Conduct and Anti-Trust Guidelines

Jake Bernhagen, PRS Technical Liaison

3 Consent Agenda

Greg Sessler, PRS Chair

Approve November 16, 2021 PRS Meeting Minutes
PRS Nominations

4 Chair’s Report
Greg Sessler, PRS Chair

5 New Members’ Welcome Presentation
Jake Bernhagen, PRS Technical Liaison
6 PRS Business

Jake Bernhagen, PRS Technical Liaison

a. Charter Update

b. Other Updates

c. PRS Number of Members Discussion
d

Action Item List Review
Greg Sessler, PRS Chair

Break — 10:00 a.m.

7 NERC Activities

Jake Bernhagen, PRS Technical Liaison

a. Update on NERC SPCWG
Mark Gutzmann Director, System Protection & Communication Engineering, Xcel Energy

b. NERC MIDASWG Update

c. FERC/NERC Protection System Commissioning Program Review Update
Max Desruisseaux, Senior Power Systems Engineer

d. TADS

John Grimm, Principal Systems Protection Engineer

8 Misoperations
Jake Bernhagen, PRS Technical Liaison
a. Q3 2021 Results and Review and Discussion
b. Technical Presentations
i Failure Modes and Mechanisms Task Force
Richard Hackman, NERC
ii.  Outof Step Tripping
Kevin Jones, Xcel Energy
c. Project Updates
i. Instantaneous Ground Overcurrent
Jake Bernhagen, PRS Technical Liaison
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Lunch -12:00 p.m.

9 MRO 2022 Regional Risk Assessment
John Seidel, Principal Technical Advisor
10 Event Analysis Report
Jake Bernhagen, PRS Technical Liaison
11 2022 Dates
Greg Sessler, PRS Chair
12 PRS Roundtable Discussion
Greg Sessler, PRS Chair
13 Other Business and Adjourn

Closed

Greg Sessler, PRS Chair

Session

PRS Nominations Discussion
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Greg Sessler, Chair

David Wheeler, Vice-Chair

Adam Daters

Alex Bosgoed
Casey Malskeit

Cody Remboldt

Dennis Lu
Derek Vonada

Derrick Schlangen

Glenn Bryson
Greg Hill

Josh Erdmann
Matt Boersema
Ryan Einer
Sarah Marshall
Scott Paramore
Terry Fett
OPEN

OPEN

CLARITY
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AGENDA 1

Call to Order and Determination of Quorum
a. Determination of Quorum and Introductions

PRS Meeting Secretary

ame e ooy tem

Wisconsin
AR/TX/LA/NM
lowa

Canada

Nebraska

Dakotas

Canada

Kansas/Missouri

Minnesota

AR/TX/LA/NM
Nebraska

Minnesota
Oklahoma
Oklahoma
Wisconsin
Kansas/Missouri
lowa

Minnesota

Dakotas

Oversight & Risk Management

American Transmission Company
Southwestern Public Services Co.
ITC Holdings

Saskatchewan Power Company
Omaha Public Power District

Montana-Dakota Utilities

Manitoba Hydro

Sunflower Electric Power
Cooperative

Great River Energy

American Electric Power
Nebraska Public Power District

Xcel Energy

Western Farmers Electric
Oklahoma Gas & Electric Co.
Alliant Energy

Kansas City Board of Public Utility
Central lowa Power Cooperative
N/A

N/A

RESULTS

12/31/2023
12/31/2023
12/31/2024
12/31/2022

12/31/2022

12/31/2024
12/31/2023

12/31/2022

12/31/2023
12/31/2024

12/31/2022

12/31/2024
12/31/2022
12/31/2023
12/31/2024
12/31/2024
12/31/2023
12/31/2022
12/31/2022

Reliablity Performance
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AGENDA 1

b. Robert’s Rules of Order
Greg Sessler, PRS Chair

Call to Order and Determination of Quorum

Parliamentary Procedures. Based on Robert’s Rules of Order, Newly Revised, Tenth Edition

Establishing a Quorum. In order to make efficient use of time at MRO organizational group meetings, once
a quorum is established, the meeting will continue, however, no votes will be taken unless a quorum is present

at the time any vote is taken.

Motions. Unless noted otherwise, all procedures require a “second” to enable discussion.

When you want to... Procedure Debatable Comments

Raise an issue for discussion Move Yes The main action that begins a debate.

Revise a Motion Amend Yes Takes precedence over discussion of main

currently under motion. Motions to amend an amendment

discussion are allowed, but not any further. The
amendment must be germane to the main
motion, and cannot reverse the intent of the
main motion.

Reconsider a Motion Reconsider Yes Allowed only by member who voted on the

already resolved prevailing side of the original motion.
Second by anyone.

End debate Call for the Question or No If the Chair senses that the committee is

End Debate ready to vote, he may say “if there are no

objections, we will now vote on the Motion.”
Otherwise, this motion is not debatable and
subject to majority approval.

Record each member’s Request a Roll Call Vote | No Takes precedence over main motion. No

vote on a Motion debate allowed, but the members must
approve by majority.

Postpone discussion Lay on the Table Yes Takes precedence over main motion. Used

until later in the only to postpone discussion until later in the

meeting meeting.

Postpone discussion Postpone until Yes Takes precedence over main motion.

until a future date Debatable only regarding the date (and
time) at which to bring the Motion back for
further discussion.

Remove the motion for Postpone indefinitely Yes Takes precedence over main motion.

any further consideration

Debate can extend to the discussion of the
main motion. If approved, it effectively “kills”
the motion. Useful for disposing of a badly
chosen motion that cannot be adopted or
rejected without undesirable consequences.

CLARITY
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Meeting Agenda — MRO Protective Relay Subgroup — February 22, 2022

Request a review
of procedure

Point of order No

shall review the parliamentary procedure
used during the discussion of the Motion.

Notes on Motions

Seconds. A Motion must have a second to ensure that at least two members wish to discuss the issue.
The “seconder” is not required to be recorded in the minutes. Neither are motions that do not receive a

second.

Announcement by the Chair. The chair should announce the Motion before debate begins. This ensures
that the wording is understood by the membership. Once the Motion is announced and seconded, the
Committee “owns” the motion, and must deal with it according to parliamentary procedure.

Voting

Voting Method

When Used

How Recorded in Minutes

When the Chair senses that the
Committee is substantially in agreement,
and the Motion needed little or no
debate. No actual vote is taken.

The minutes show “by unanimous consent.”

of Hands (tally)

side when an issue has engendered
substantial debate or appears to be
divisive. Also used when a Voice Vote is
inconclusive. (The Chair should ask for a
Vote by Show of Hands when requested
by a member).

Vote by Voice The standard practice. The minutes show Approved or Not Approved (or
Failed).
Vote by Show To record the number of votes on each The minutes show both vote totals, and then

Approved or Not Approved (or Failed).

Vote by Roll Call

To record each member’s vote. Each
member is called upon by the Secretary,
and the member indicates either

“Yes,” “No,” or “Present” if abstaining.

The minutes will include the list of members, how
each voted or abstained, and the vote totals.
Those members for which a “Yes,” “No,” or
“Present” is not shown are considered absent for
the vote.

Notes on Voting.

Abstentions. When a member abstains, he/she is not voting on the Motion, and his/her abstention is not
counted in determining the results of the vote. The Chair should not ask for a tally of those who abstained.

Determining the results. A simple majority of the votes cast is required to approve an organizational
group recommendations or decision.

“Unanimous Approval.” Can only be determined by a Roll Call vote because the other methods do not
determine whether every member attending the meeting was actually present when the vote was taken, or
whether there were abstentions.

Electronic Votes — For an e-mail vote to pass, the requirement is a simple majority of the votes cast
during the time-period of the vote as established by the Committee Chair.

Majorities. Per Robert’s Rules, as well as MRO Policy and Procedure 3, a simple majority (one more than
half) is required to pass motions.
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AGENDA 2
Standards of Conduct and Antitrust Guidelines

Jake Bernhagen, PRS Technical Liaison

Standards of Conduct Reminder:

Standards of Conduct prohibit MRO staff, committee, subgroup, and task force members from sharing non-
public transmission sensitive information with anyone who is either an affiliate merchant or could be a
conduit of information to an affiliate merchant.

Antitrust Reminder:

Participants in Midwest Reliability Organization meeting activities must refrain from the following when
acting in their capacity as participants in Midwest Reliability Organization activities (i.e. meetings,
conference calls, and informal discussions):

e Discussions involving pricing information; and

e Discussions of a participants marketing strategies; and

o Discussions regarding how customers and geographical areas are to be divided among
competitors; and

e Discussions concerning the exclusion of competitors from markets; and

e Discussions concerning boycotting or group refusals to deal with competitors, vendors, or
suppliers.

CLARITY RESULTS
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AGENDA 3

Consent Agenda
a. Approve November 16, 2021 PRS Meeting Minutes

Greg Sessler, PRS Chair

Action
Approve November 16, 2021 PRS meeting minutes.

Report

DRAFT MINUTES OF THE PROTECTIVE RELAY SUBGROUP MEETING

Webex
November 16, 2021 8:00 a.m. — 11:00 a.m. Central
1:00 p.m. — 3:00 p.m. Central

Notice for this meeting was electronically posted to the MRO website here on October 16, 2021.
A final agenda, including advanced reading materials, was also posted on November 15, 2021.

1. Call to Order and Determination of Quorum

Protective Relay Subgroup (PRS) Vice Chair Bob Soper called the meeting to order at 8:03 a.m. Soper
welcomed everyone and brief introductions were made by those on the call. The meeting secretary
advised the chair that a quorum of the PRS was present. A complete list of attendees is included as
Exhibit A.

2. Standards of Conduct and Antitrust Guidelines

Pursuant to Policy and Procedure 4, PRS Staff Liaison Jake Bernhagen highlighted MRO’s Standards
of Conduct, Conflict of Interest, and Antitrust Guidelines

3. Consent Agenda

The PRS reviewed the consent agenda, which included draft minutes from the August 17, 2021
meeting.

Upon a motion duly made and seconded, the Protective Relay Subgroup unanimously approved
the minutes from the August 17, 2021 PRS meeting as written.

Agenda item 6¢c was moved up during the meeting.

c. FERC/NERC Protection System Commissioning Program Review. MRO Senior Power Systems
Engineer Max Desruisseaux provided a brief overview highlighting how the candidates involved in
the report were chosen. Gilbert Lowe, FERC provided an overview on the Executive Summary and
logistics, Rich Bauer highlighted the history of the IEEE guidance. Discussion ensued.

Page 10
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Bryan Clark extended gratitude to Lowe and Bauer for their time and extended kudos in how the
report was conducted with the involvement of entities. In response to an inquiry from Soper
regarding outreach, Clark mentioned perhaps the PRS could sponsor a webinar to relay this
information.

4. Chair's Report
Vice Chair Soper noted that the PRS unanimously agreed to recommend Adam Daters, Cody
Remboldt, Glenn Bryson, Josh Erdman, Sarah Marshall, and Scott Paramore as 2022 PRS Members
to the RAC for recommendation and approval by the OGOC. Certificates of service were presented
and Soper provided recognition to for PRS members Gary Stoedter, who retired and Ryan Godwin and
Wayne Miller who did not nominate for their terms ending in 2021.

5. PRS Business

a. Update. Jake Bernhagen mentioned the closed meeting minutes were sent out and asked the
group to provide any updates during the break.

b. PRS Charter Update Discussion. Jake Bernhagen led the discussion noting the complexity of the
locale requirement in the Charter and that diversity among the MRO footprint is attained with the
other councils and subgroups without this language in their respective charters. A comment was
made to remove the member limit of 19 within the PRS. A few people on the call expressed their
agreement with removing the member cap as well as the reimbursement for attending in person
meetings. Discussion ensued.

Upon a motion duly made and seconded the PRS unanimously agreed to recommend
removal of the locale requirements from the PRS Charter as indicated in the redline to the
RAC for recommendation and approval by the OGOC.

c. Action Item List Review. Vice Chair Soper reviewed the action item list and updates were made
accordingly.
6. NERC Activities

a. Update on NERC System Protection and Control Working Group (SPCWG). Mark Gutzmann, MRO
representative on the NERC SPCWG, provided an overview on the recent work of the group,
including PRC-019, RC-024, Inter-Entity Short Circuit Model Guidance and a SAR on PRC-025-2.
Discussion ensued.

b. NERC Misoperation Information Data Analysis System User Working Group (MIDASUG) Update.
Bernhagen provided a brief overview of the MIDASUG Agenda for its meeting of November 16,
2021 which included; the Odessa disturbance report and correlating outreach, DIR revisions,
clarification on maintenance exclusion for misops and work on breaker failure clarification.

c. FERC/NERC Protection System Commissioning Program Review. This item was covered above.

d. TADS. Jake Bernhagen mentioned the recent work being done in the TADSWG was primarily
dedicated to TADS training which recently occurred and that the training received positive
feedback.

7. Misoperations
Item 7b was moved up here.

Page 11
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b. Technical Presentations
i. Review of Misoperation at Crossroads Cap Bank. John (J.V.) Kelly, Principal Engineer, Xcel
Energy presented on the topic highlighting the protection scheme involved in the misoperation,
relay records, field investigation, and corrective actions. Discussion ensued.
i. June 10, 2021 Event. Allen Halling, Lead Engineer, and Mark Hopkins, System Protection
Engineering Evergy presented on the CCVT Shawnee Mission Failure highlighting the
background involved with the failure and the challenges of reporting the event.

a. Second Quarter 2021 Results and Review. Jake Bernhagen reminded everyone of the deadline to
submit Misops data for Q3.

i. 2021 Update to Analysis of Composite Protection Systems Misoperations. MRO Principal
Systems Protection Engineer, John Grimm presented on the subject highlighting that the
presentation was done previously in 2020 and expanded the data to include a three year time
span. By equipment type, by cause, by cause subdivided by relay technology, by voltage class.
Grimm asked the group for any other data they would like to see analyzed. Discussion ensued.

b. Technical Presentations
i. Review of Misoperation at Crossroads Cap Bank. This was covered above
ii. June 10, 2021 Event. This was covered above

c. Project Updates

i. Static Output Driving High Impedance Inputs. Desruisseaux provided an update noting that the
white paper addresses the application of static output driving high impedance inputs and
breaker failure schemes, while the NERC lessons learned is based more on a general use of
high impedance inputs using a resistor to mitigate misoperations that can occur. Since
duplication of efforts has occurred with NERC, the group was asked whether this was worthy of
pursuing. It was determined that this project will be dropped from the Agenda.

ii. Instantaneous Ground Overcurrent. Bernhagen provided an update on the status of the project
and whitepaper, noting continued progress is slow with the goal to pick up again beginning
2022.

8. Event Analysis Report

Jake Bernhagen, MRO Sr. Protection Systems Engineer, provided an overview of the event analysis
report. He noted the event analysis process is progressing fairly well even though events are a bit
higher than in the past. The plan is to close out approximately 12 events by the end of the year. He
noted that the process to close events is currently about 7 months from start to finish and the team is
working to get the process time back down to 6 months. If any information from more wide spread
events would provide value, Bernhagen asked the group to let him know and in turn, the information
will be sent to NERC.

9. 2022 Dates

Vice Chair Soper led the discussion regarding the 2022 meeting dates for the PRS. The meetings for
all councils and subgroups were displayed for 2022. Soper mentioned that the PRS meetings occurring
prior to the RAC meetings is more efficient for approval purposes. The PRS agreed to change the May
2022 PRS meeting date from May 24, 2022 to May 3, 2022.

Page 12
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Soper mentioned the November 8, 2022 closed meeting minutes which were sent out via email and
asked the group for any discussion.

Upon a motion duly made and seconded, the Protective Relay Subgroup unanimously agreed to
approve the minutes from the November 8, 2021 closed meeting as written

10. PRS Roundtable Discussion
The PRS members next participated in a roundtable discussion. The following items were highlighted:

o MIDASWG work on exemptions for onsite maintenance, there is confusion surrounding the
intent of exclusions. If there are construction or relay crews on site on or near the equipment
that misoperates, that can be an exclusion. The ERO group is working on defining what is
included within those exclusions and the information will be brought back to the group.
Discussion ensued.

¢ Unique and interesting events that people are willing to share and highlight at future PRS
meetings were welcomed.

e Single points of failure identification and analysis — the Standard becomes enforceable on
July 1, 2023 and any TP assessment that exist on that date must include the single point of
failure including batteries, communication, dc control circuits, strip coils, etc. The contingencies
must be submitted in June of 2022. The corrective action plans must be submitted by 2029.
Discussion ensued.

11. Other Business and Adjourn

Vice Chair Soper asked for any further discussion, hearing none, the meeting was adjourned at 2:40
p.m.

Prepared by: Dana Klem, Reliability Advisory Council Administrator.
Reviewed and Submitted by: Bryan Clark, Director of Reliability Analysis, MRO

Page 13
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EXHIBIT A — MEETING ATTENDEES

Subgroup Members Present

Name

Company, Role

Robert Soper (Vice Chair)

Western Area Power Administration

AlexBeosgoed

Saskatchewan-PowerCompany

Casey Malskeit

Omaha Public Power District

Cody Remboldt

Montana-Dakota Ultilities

David Wheeler

Southwestern Public Services Co.

Dennis Lu

Manitoba Hydro

Derek Vonada

Sunflower Electric Power Cooperative

Derrick Schlangen

Great River Energy

Gary-Stoedter

MidAmerican £ -

Greg Hill

Nebraska Public Power District

Greg Sessler

American Transmission Company

Jeff Beasley Grand-RiverDam-Authority

Matt Boersema Western-Farmers-Electric Cooperative
Ryan Einer Oklahoma Gas & Electric Co.

R Codwi A . Electric P

Scott Paramore

Kansas City Board of Public Utilities

Terry Fett

Central lowa Power Cooperative

Wayne Miller

ITC

Name Title
Bryan Clark Director Reliability Analysis
Dana Klem Administrator, Reliability Analysis

David Kuyper

Power System Engineer
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Jake Bernhagen Senior Protection Systems Engineer

Max Desruisseaux Senior Power Systems Engineer

Michelle Olson Administrator, Compliance Monitoring

Name Company
Adam Daters ITC

Allen Halling Evergy
Boris Voynik FERC
Brett Holland Evergy

Craig Talbot Minnesota Power
Elsammani Ahmed ITC

Gil Lowe FERC

Josh Erdman Xcel Energy

CLARITY

Outreach & Engagement

Justin Fuith Pro-Tech Power
J.V. Kelley Xcel Energy
Kevin Thompson ITC
Mark Gutzmann Xcel Energy
Mark Hopkins Evergy
Rich Bauer NERC
Steve Klecker MidAmerican
Terry Volkmann GLP/MPC
Thomas Persinger MidAmerican
Page 15

Oversight & Risk Management

RESULTS

Reliablity Performance



MIDWEST
RELIABILITY
ORGANIZATION

380 St. Peter St, Suite 800
Saint Paul, MN 55102

www.MRO.net
651-855-1760

AGENDA 3
Consent Agenda
a. Approve PRS Nominations
Greg Sessler, PRS Chair

Action
Approve PRS nominations.

Report
Chair Sessler will lead the discussion during the meeting.

Page 16
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AGENDA 4

Chair’s Report
Greg Sessler, PRS Chair

Action
Discussion

Report
Chair Sessler will provide an oral report during the meeting.
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AGENDA 5
New Members’ Welcome Presentation

Jake Bernhagen, PRS Technical Liaison

Action
Information

Report
Jake Bernhagen will provide an oral report during the meeting.
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Advisory Council Structure

MRO Eoard of Directors

Governance and Finance and Audit Organizational Group
Personnel Committee Committee Oversight Committee

|
CMEP Advisory Security Advisory Reliability Advisory
ounci Council Council

NERC Standards
Review Forum

Security Threat Protective Relay
Forum Subgroup

Subject Matter Expert
Teams
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Organizational Group Oversight
Committee (OGOC)

> The OGOC:

« Establishes and oversees MRO organizational groups and policies
applicable to organizational groups

« Ensures organizational groups are effective and efficient and do not
duplicate the work of others

« Designates individuals to represent MRO on NERC organizational groups

» The Organizational Group Oversight Committee Charter is posted on
MRQO’s public website

CLARITY RESULTS 3
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OGOC Roster
| e | vemew | o |

Aaron Bloom 12/31/23 NextEra Energy Resources
Charles Marshall 12/31/22 ITC Holdings

Dehn Stevens 12/31/23 MidAmerican Energy Company
Ben Porath 12/31/22 Dairyland Power Cooperative
Jeanne Tisinger 12/31/22 Independent Director
Jennifer Flandermeyer 12/31/23 Evergy

JoAnn Thompson 12/31/23 Otter Tail Power Company
Eric Schmitt 12/31/22 Independent Director

Paul Crist, Chair 12/31/23 Lincoln Electric System

Igbal Dhami 12/31/22 Saskatchewan Power

Daryl Maxwell 12/31/23 Manitoba Hydro

CLARITY

RESULTS




Guiding Principles for Council Members

These MRO Organizational Group Guiding Principles complement charters. When the

Principles are employed by members, they will support the overall purpose of the
organizational groups.

Organizational Group Members should:

1.
2.
3.

Make every attempt to attend all meetings in person or via webinar.
Be responsive to requests, action items, and deadlines.

Be active and involved in all organizational group meetings by reviewing all pre-meeting materials and being
focused and engaged during the meeting.

Be self-motivating, focusing on outcomes during meetings and implementing work plans to benefit MRO and
MRO'’s registered entities.

Ensure that the organizational group supports MRO strategic initiatives in current and planned tasks.
Be supportive of Highly Effective Reliability Organization (HEROTM) principles.

Be supportive of proactive initiatives that improve effectiveness and efficiency for MRO and MRO’s registered
entities.

CLARITY RESULTS



Types of Diversity

> Race > Expertise (e.g., engineering,
operations, security)

> Ethnicity
© Experience (e.g., executive,
* Age technical)
° National origin ©> Geography (e.g., US, Canada,
o Sexual orientation north, south)
> Cultural identity > Company (e.g., no more than

two members from the same

> Assigned sex company per group)

> Gender identity

CLARITY RESULTS



Why Diverse Teams are Smarter

» They focus more on facts

* More likely to constantly reexamine facts and remain objective
« Can lead to improved and more accurate group thinking

" They process those facts more carefully

» Considering the perspective of an outsider can result in improved
decision-making and results

» They are also more innovative

» Diversity boosts intellectual potential
« Conformity discourages innovative thinking

SOURCE: https://hbr.org/2016/11/why-diverse-teams-are-smarter
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MRO
Reliability
Advisory

Council

The MRO Reliability Advisory Council is a MRO Organizational
Group that provides advice and counsel to MRO's Board of
Directors (board), the board's Organizational Group Oversight
Committee, staff, members and registered entities on topics
such as transmission adequacy and availability, resource
adequacy, integration of renewables, essential reliability
services, event analysis, system protection, and reliability
assessments. The MRO Reliability Advisory Council increases
outreach and awareness in these key areas.

https://www.mro.net/committees/rac/Pages/default.aspx



https://www.mro.net/committees/rac/Pages/default.aspx

RAC Council Membership

MRO’s Council consists of 15 members:

Pursuant to Policy and Procedure 3 - Establishment, Responsibilities, and
Procedures of Organizational Groups and MRO Sponsored Representative on
NERC Organizational Groups, membership on councils is based on experience and
expertise.

No more than two members of the MRO (Council) may be an employee of a single
entity or affiliated entities.

At least three sectors will be represented on the MRO (Council). To the extent
practicable, membership will reflect geographic diversity and balanced sector
representation.

Individuals with expertise and experience in the areas of transmission planning,
resource planning, power systems engineering, system operations, as well as
control and protection systems serve on the MRO RAC.

CLARITY RESULTS 9


https://www.mro.net/MRODocuments/PP3%20Organizational%20Groups.pdf

Reliability Advisory Council Roster

Member Term End Company
Dick Pursley, Chair 12/31/22 Great River Energy
Jason Weiers, Vice Chair 12/31/24 Otter Tail Power Company
Binod Shrestha 12/31/22 Saskatchewan Power Company
CJ Brown 12/31/24 Southwest Power Pool, Inc.
Dallas Rowley 12/31/22 Oklahoma Gas & Electric
Derek Brown 12/31/23 Evergy
Durgesh Manjure 12/31/23 MISO
Dwayne Stradford 12/31/24 American Electric Power
Gayle Nansel 12/31/22 Western Area Power Administration
Jeremy Severson 12/31/24 Basin Electric
John Stephens 12/31/23 City Utilities of Springfield Missouri
Nandaka Jayasekara 12/31/22 Manitoba Hydro
Ron Gunderson 12/31/23 Nebraska Public Power District
Open 12/31/23 N/A
Open 12/31/24 e
CLARITY RESULTS



RAC Key Responsibilities

Recommend the establishment of subgroups to support the Reliability
Advisory Council work plan as appropriate. Oversee and provide direction to
any subgroups.

Support the preparation of special assessments and seasonal readiness
plans by regional Reliability Coordinators and as may be directed by NERC
or the MRO Board of Directors from time to time.

Review and assess the overall reliability of the MRO region and
interregional bulk electric system for long-term planning horizons based on
reports from regional Planning Coordinators as may be directed by NERC
or the MRO Board of Directors from time to time.

Support the development of the annual MRO Regional Risk Assessment by
identifying risks, trends, and mitigating activities.

CLARITY RESULTS 11



RAC Key Responsibilities cont.

Review significant BES events (generally, Category 2 or higher) which
occurred in the MRO Region and the resulting reports and approve larger
scale event reports (Category 3 and higher) to assure the appropriate
analysis is performed and that any lessons learned are identified and
shared with the industry.

Provide input and guidance on system protection and control matters,
including Reliability Standards development, misoperation reviews, and
reviews of remedial action schemes.

Support the applicable NERC program areas.

The Reliability Advisory Council Charter can be found here.

CLARITY RESULTS 12


https://www.mro.net/MRODocuments/MRO%20Reliability%20Advisory%20Council%20Charter.pdf

Meetings

The MRO RAC will meet quarterly or as necessary, in person or via conference call
and/or web meeting. Once a year the MRO (Council) will meet with the OGOC the
day before a regularly scheduled board meeting.

All MRO council chairs and vice chairs will meet with the OGOC the day before the
fourth quarter regularly scheduled board meeting to review the council’s
accomplishments during the past year and to develop work plans for the following
year.

Meetings of the RAC are open to public attendance; however, the meeting may be
called into closed session by the chair or vice chair. Additional meeting requirements
related to agendas and minutes, voting and proxy, and rules of conduct are outlined
in MRO Policy and Procedure 3 - Establishment, Responsibilities, and Procedures of
Organizational Groups and MRO Representation on NERC Organizational Groups.

Meeting costs incurred by RAC members are reimbursable by MRO according to
MRO Policy and Procedure 2 — Expense Reimbursement.

CLARITY RESULTS
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https://www.mro.net/MRODocuments/PP2%20Expense%20Reimbursement.pdf

Future Meeting/Event Dates

Upcoming RAC Meeting/Event Dates

Quarter 1 April 6, 2022
Quarter 2 May 19, 2022
Quarter 3 August 17, 2022

Quarter 4 November 16, 2022

Reliability Conference May 18, 2022

CLARITY ASSURANCI RESULTS
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Guidelines for Meetings
> Meeting Agendas:
» Short agenda posted one month prior to meeting
» Agenda Packet posted one week prior to meeting
> Meeting Minutes:

« Support Staff/Liaison will review up to two weeks after
meeting takes place

 Council will review for one week
« Council will vote to approve

CLARITY RESULTS
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Work Plan

MRO RAC 2022 Work Plan

|Source |Activity Timing  |Responsible Party Item Audience  Item Type Status
Conduct a minimum of 2 webinars/outreach in
2022 to increase reliability and decrease risk to
Conduct Outreach and RAC Charter/MRO the reliable and secure operations of the bulk L The 2022 Reliability Conference is scheduled for May 17-18, 2022 in Kansas City.
! | awareness gic Goal 2 power system. Annual Reliability Conference, EEEy |pRELatEE EERE L Cess A subgroup of RAC members will be formed to develop topics and speakers.
webinars- lessons leamed, newsletter articles,
ication Guid
Regular interface with other councils{CMEPAC
N N " and SAC) as it relates to standard development The RAC plans to assign a member to attend NSRF meetings periodically in 2022
? :;m"de Reliabiity Sta RAC ChartG.e:'!;N;O or standard application guidance. Look for Periodically |RAC Members OGOoC [Workplan Open as well as look at opportunities to provide guidance for standards relevant to
eviews = opportunities to provide input from an operations and planning.
Operational and Planning perspective.
_ L 'ﬁewiewdsignifl:il BES events and any The RAC will review any si events or from a specific entity at
[ dﬂ.mmmm“ e resuilting reports within the MRO Region and Periodically |RAC Members 0GoC Workpian Open quartelry meetings as . Summary presentation from staff on the events
isturbances on the BES gic Goal 3 N N
outside the region as relevent. process.
MRO Staff and MRO RAC Members will discuss and prioritize potential regional
Support the development of the annual MRO N
Development of the MRO RAC Charter/MRO : " . L . rigks annually to support the development of the MRO RRA. The RAC will also
' |Regional Risk gic Goal 4 ::rg:rﬂs‘.‘ Assess m' = vmet.t”' dentifying risks, Qtr3  [RAC Members oeoc [Workplan Open provide two resources to support MRO staff in ranking risks for the 2023 RRA
s and mitigating s utiizing the Reliability Risk Mafrix.
Review NERC Representative reports and
provide guidance and feedback to the
. |Support Regional representation representatives. The RAC will continue to - MRO Staff and MRO RAC Members will look into any new working groups formed
3 |on NERC organizational groups |FC Charter evaluate the need to follow speciic NERC I |pRELETEEE gere | g as well as existing working groups to determine the need to follow them.
groups with representatives as the RSTC
makes changes to the working group structure.
The RAC will finalize the Reliability Risk Matrix
Refine the use of the tool for - N . . ,
" o - - . tool created in 2019 to assess, quantify, and The RAC will continue to collaborate with MRO staff, the CMEPAC, the SAC and
? |prioritzing and ranking refabily (MRO Strategic Goal4 | oriortize refiabilty risks. This wil potentilly be G2 |RAC Members ococ Workplan Open others regionally to finalize and utiize the Reliability Risk Matrix in 2022
used fo rank regional risk among the group.
FEIE U ST ;r::peram:tul::am the m::n“tﬂlem that The PRS will look info potential lessons leamed and targeted outreach for
7 |misoperations across the MRO |PRS Charter ! ! e Periodically |PRS Members 0Goc [Workptan Open e =hi
Region (prepared by MRO staff) = are g misoper; -

e items above this row are seeking/have

en granted OGOC approval. The items below this row are example ideas on how the advisory council could implement any approved work plan items.

CLARITY

RESULTS
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MRO
Protective
Relay

Subgroup

The purpose of the MRO Protective Relay Subgroup
(PRS) is to identify, review and discuss system
protection and control issues relevant to the reliability of
the bulk electric system and to develop and implement
regional procedures for applicable NERC PRC
standards. The PRS reports to the Reliability Advisory
Council (RAC).

Link to webpage:
https://www.mro.net/committees/rac/PRS/Pages/d

efault.aspx



https://www.mro.net/committees/rac/PRS/Pages/default.aspx

Protective Relay Subgroup
Membership

MRO'’s PRS consists of 19 members:

Pursuant to Policy and Procedure 3 - Establishment, Responsibilities, and
Procedures of Organizational Groups and MRO Sponsored Representative on

NERC Organizational Groups, membership of organizational groups shall be

determined based upon experience, expertise and geographic diversity and to
the extent practicable, shall include a balanced representation of the sectors.

Membership is based on geographic representation (locale).

CLARITY RESULTS 18


https://www.mro.net/MRODocuments/PP3%20Organizational%20Groups.pdf

MRO PRS Roster

Member Term End Company
Greg Sessler, Chair 12/31/23 American Transmission Co
David Wheeler, Vice-Chair 12/31/23 Southwestern Public Services Co.
Adam Daters 12/31/24 ITC Holdings
Alex Bosgoed 12/31/22 Saskatchewan Power Company
Casey Malskeit 12/31/22 Omaha Public Power District
Cody Remboldt 12/31/124 Montana-Dakota Utilities
Dennis Lu 12/31/23 Manitoba Hydro
Derek Vonada 12/31/22 Sunflower Electric Power Cooperative
Derrick Schlangen 12/31/23 Great River Energy
Glenn Bryson 12/31/24 American Electric Power
Greg Hill 12/31/22 Nebraska Public Power District
Josh Erdmann 12/31/24 Xcel Energy
Matt Boersema 12/31/22 Western Farmers Electric
Ryan Einer 12/31/23 Oklahoma Gas & Electric
Sarah Marshall 12/31/24 Alliant Energy
Scott Paramore 12/31/24 Kansas City Board of Public Utilities
Terry Fett 12/31/23 Central lowa Power Cooperative
OPEN MINNESOTA 12/31/22 N/A
OPEN DAKOTAS 12/31/22 N/A

CLARITY

RESULTS
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PRS Key Responsibilities

Develop, maintain, and implement regional procedures as needed that address the
requirements of NERC PRC standards.

Annually review the MRO summary of Misoperations to identify Lessons Learned
and communicate these lessons with MRO membership.

Trend the Event Analysis reports submitted to MRO for the purpose of identifying
misoperations that are causing, or increasing the severity of, these events. Through
the PRS, work with the Entities involved with these events to assure that the
misoperations are effectively identified and mitigated. Assure that any protection-
related Lessons Learned of value to the industry are prepared and submitted to
NERC Event Analysis staff.

Prepare as necessary additional reports/whitepapers that identify methods that can
reduce the likelihood or severity of system events or misoperations that can lead to
system events.

Review Remedial Action Schemes (RAS) as necessary to verify protection system
functionality and/or assess operability.

Provide technical input related to system protection and control to MRO.

CLARITY RESULTS 20



Meetings

The MRO PRS will meet quarterly or as necessary, in person or via
conference call and/or web meeting.

Meetings of the PRS are open to public attendance; however, the

meeting may be called into closed session by the chair or vice chair.

Additional meeting requirements related to agendas and minutes,
voting and proxy, and rules of conduct are outlined in MRO Policy
and Procedure 3 - Establishment, Responsibilities, and Procedures
of Organizational Groups and MRO Representation on NERC
Organizational Groups

Meeting costs incurred by PRS members are reimbursable by MRO
according to MRO Policy and Procedure 2 — Expense
Reimbursement

CLARITY RESULTS
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https://www.mro.net/MRODocuments/PP2%20Expense%20Reimbursement.pdf

Future Meeting Dates

Upcoming PRS Meeting Dates

Quarter 1 February 22, 2022
Quarter 2 May 3, 2022
Quarter 3 August 16, 2022

Quarter 4 November 15, 2022

CLARITY ASSURANCI RESULTS
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Newsletters

Tentative Due Dates:

« 03/15/22 (March/April Issue)

« 05/14/22 (May/June Issue)

« 07/15/22 (July/August Issue)

« 09/15/22 (Sept/Oct Issue)

* 11/15/22 (Nov/Dec Year-End Issue)
« 02/01/22 (2021 Annual Report)

Include: Bio, photo, title and article

CLARITY RESULTS
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Webinars

.
Topic
Title wowesTaEuABLTY

Short paragraph describing event

Event Announcement

Dates/Times for Dry-run and
Webinar

Presenters/Speaker Information
« Title

« Company

* Best contact number

Emalil

Council Support Member

MRO Support Staff
Presentation

CLARITY

MRO PRS to Host High Impact
Misoperations Webinar
July 21, 2020| 1:30 p.m. - 3:00 p.m. Central
Webinar Details

MRQ's Protective Relay Subgroup is pleased to announce it is hosting a
webinar on High Impact Misoperations. The analysis of misoperations and
their role in system disturbances has revealed that certain classes of
misoperations have a more severe impact on Bulk Power System reliability
than others. The two types of misoperations observed having the most
impact are those associated with; i) differential relays, and i) breaker failure
relays. MRO staff, in conjunction with members of the MRO Protective
Relay Subgroup, will present some techniques that can help reduce
misoperations associated with these two scheme types. In addition, some
best practices to ensure thorough commissioning of protection systems is
included in this webinar.

Presenters

John Grimm, Principal Engineer, Xcel Energy

Jeff Beasley, Senior Protection and Control Engineer, Grand River Dam
Authority

Ryan Einer, Lead P&C Maintenance Engineer, Oklahoma Gas and Electric

RESULTS
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Important Links

RAC mailing list: mrorac@mro.net Please be sure to whitelist

PRS mailing list: mroprs@mro.net Please be sure to whitelist

RAC Public Site: https://www.mro.net/committees/rac/Pages/default.aspx

PRS Public Site: https://www.mro.net/committees/rac/PRS/Pages/default.aspx

Expense Reimbursement: MRO Policy and Procedure 2 — Expense Reimbursement

Member Responsibilities: MRO Policy and Procedure 3- Establishment, Responsibilities

Confidentiality Policy: MRO Policy and Procedure 5 (Confidentiality Policy

CLARITY AS ¢ NC RESULTS 25
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MRO Contact Information

MRO Website: http://www.mro.net
Address: 380 St. Peter Street, Suite 800, Saint Paul, MN 55102
Phone: 651-855-1760 (main)

MRO RAC Support Staff MRO PRS Support Staff

Bryan Clark Jake Bernhagen

Director of Reliability Analysis Senior Systems Protection Engineer
Phone: 651-256-5171 Phone: 651-256-5177
Bryan.clark@mro.net Jake.bernhagen@mro.net
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MIDWEST
RELIABILITY
ORGANIZATION

380 St. Peter St, Suite 800
Saint Paul, MN 55102

www.MRO.net

651-855-1760

AGENDA 6

PRS Business
a. Charter Update Discussion

Jake Bernhagen, PRS Technical Liaison

Action
Information

Report
Jake Bernhagen will lead the discussion during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management
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MIDWEST
RELIABILITY
ORGANIZATION

380 St. Peter St, Suite 800
Saint Paul, MN 55102

www.MRO.net

651-855-1760

AGENDA 6

PRS Business
b. Other Updates

Jake Bernhagen, PRS Technical Liaison

Action
Information

Report
Jake Bernhagen will lead the discussion during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management
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Reliablity Performance



380 St. Peter St, Suite 800
I\RAéE?XEfL-I;TY Sainfce Ifarul, Mll\JlISeS102
ORGANIZATION www.MRO.net

651-855-1760

AGENDA 6

PRS Business
c. PRS Number of Members Discussion

Jake Bernhagen, PRS Technical Liaison

Action
Information

Report
Jake Bernhagen will lead the discussion during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management
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MIDWEST
RELIABILITY
ORGANIZATION

380 St. Peter St, Suite 800
Saint Paul, MN 55102

www.MRO.net

651-855-1760

AGENDA 6

PRS Business
d. Action Iltem List Review

Greg Sessler, PRS Chair

Action
Information

Report
Chair Sessler will lead the discussion during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management
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380 St. Peter St, Suite 800

MIDWEST Saint Paul, MN 55102
RELIABILITY W MROnet
ORGANIZATION 18551760
AGENDA 7
NERC Activities

a. Update on NERC SPCWG

Mark Gutzmann Director, System Protection & Communication Engineering, Xcel Energy

Action
Information

Report

CLARITY RESULTS
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380 St. Peter St, Suite 800
Saint Paul, MN 55102

www.MRO.net

651-855-1760

MIDWEST
RELIABILITY
ORGANIZATION
AGENDA 7
NERC Activities

b. NERC MIDASWG Update

Jake Bernhagen, PRS Technical Liaison

Action
Discussion

Report
Jake Bernhagen will provide an oral report during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management
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380 St. Peter St, Suite 800
I\RAéE?XEfL-I;TY Sainfce Ifarul, Mll\JlISeS102
ORGANIZATION www.MRO.net

651-855-1760

AGENDA 7
NERC Activities
c. FERC/NERC Protection System Commissioning Program Review

Max Desruisseaux, Senior Power Systems Engineer

Action
Information

Report
Max Desruisseaux will provide an oral report during the meeting.

CLARITY RESULTS
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380 St. Peter St, Suite 800
MIDWEST

Saint Paul, MN 55102
RELIABILITY S
ORGANIZATION o
651-855-1760
AGENDA 7
NERC Activities

d. Transmission Availability Data System (TADS)

John Grimm, Principal Systems Protection Engineer

Action
Discussion

Report
John Grimm will provide an oral report during the meeting.

CLARITY
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380 St. Peter St, Suite 800
I\RAéE?XEfL-I;TY Sainfce Ifarul, Mll\JlISeS102
ORGANIZATION www.MRO.net

651-855-1760

AGENDA 8
Misoperations

a. Q3 2021 Results and Review Discussion

Jake Bernhagen, PRS Technical Liaison

Action
Information

Report
Jake Bernhagen will provide an overview during the meeting.

CLARITY
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MIDAS & Misoperations
Q3 PRS Update

By Jake Bernhagen
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Q3 2021 Misop Rates

Quarter 3, 2021

Voltage | MisOps | Ops MRO NERC
Class Count | Count Rate Rate

<100kV
(BES)
100kV 0
115kV 16
138kV 26
161kV 12
230kV 12
345kV 5
500kV 0
HVdc 0
TOTAL 73
7L CLARITY

0
189
227
111

85
100

28
768

9.09%

0.00%
8.47%
11.45%
10.81%
14.12%
5.00%
0.00%
0.00%
9.51%

4.23%

0.00%
4.37%
6.53%
7.45%
8.81%
5.46%
7.50%
0.00%
6.23%

RESULTS



2021 Misop Rates

Quarter 1 2021 Quarter 2, 2021 Quarter 3, 2021
EHEAADIE EEADE EErarE
Class Count | Count Rate Class Count | Count Rate Class Count | Count Rate
<(:3°£§;/ 11.76%  3.49% <(:30|50g;/ 22.22%  5.19% <(:30Eo§;/ 9.09%  4.23%
100kV 0 0 0.00%  0.00% 100kV 0 0 0.00%  0.00% 100kV 0 0 0.00%  0.00%
115kV 18 135 13.33% 5.52% 115kV 16 186 8.60% 6.66% 115kV 16 189 8.47% 4.37%
138kV 6 153 3.92% 6.72% 138kV 21 269 7.81% 6.90% 138kV 26 227 11.45% 6.53%
161kV 9 45 20.00% 14.49% 161kV 14 103 13.59% 11.04% 161kV 12 111 10.81% 7.45%
230kV 6 99 6.06% 8.81% 230kV 15 99 15.15% 9.37% 230kV 12 85 14.12% 8.81%
345kV 12 97 12.37% 7.66% 345kV 3 87 3.45% 6.74% 345kV 5 100 5.00% 5.46%
500kV 1 4 25.00% 17.39% 500kV 0 6 0.00% 12.62% 500kV 0 6 0.00% 7.50%
HVdc 0 1 0.00%  0.00% HVdc 0 4 0.00%  0.00% HVdc 0 28 0.00% 0.00%
TOTAL 54 551 9.80% 717% TOTAL 73 772 9.46% 7.50% TOTAL 73 768 9.51% 6.23%
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ERO Misop Rates

Misoperations Rate by Region
Calendar Year 2017-2021
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Operations Comparison

I 2017 _ 2020

Thru Q3

Voltage | Ops
Class | Count

<100kV
(BES)
100kV
115kV
138kV
161kV
230kV
345kV
500kV
HVdc

TOTAL

57

0
510
649
259
283
284

16

33

2091

Thru Q3
Voltage
mmm-

<100kV
(BES)
100kV 5 0 0 0 1
115kV 616 736 826 756 734
138kV 704 951 854 1010 880
161kV 341 370 342 424 369
230kV 304 327 335 315 320
345kV 336 526 441 431 434
500kV 11 4 3 10 7
HVdc 56 46 35 36 43

TOTAL 2416 3030 2912 3060 2855

RESULTS



Misoperations Comparison

2017 — 2020

Thru Q3 Thru Q3
EEIEIEIETE

Class Count Class

<100kV 8 <100kV
(BES) (BES)
100kV 0 100kV 0 0 0 0 0
115kV 50 115kV 53 58 60 67 60
138kV 53 138kV 58 53 77 66 64
161kV 35 161kV 42 32 42 53 42
230kV 33 230kV 23 26 33 28 28
345kV 20 345kV 31 39 30 41 35
500kV 1 500kV 3 1 1 1 2
HVdc 0 HVdc 1 1 2 0 1

TOTAL 200 TOTAL 212 215 249 260 234
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Questions?

CLARITY ASSURANCE RESULTS



380 St. Peter St, Suite 800
I\RAéE?XEfL-I;TY Sainfce Ifarul, Mll\JlISeS102
ORGANIZATION www.MRO.net

651-855-1760

AGENDA 8
Misoperations

b. Technical Discussions
i. Failure Modes and Mechanisms Task Force
Richard Hackman, NERC

Action
Information

Report
Richard Hackman will provide an overview during the meeting.

CLARITY RESULTS
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NERC

NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

Examining Cold Weather Genekator
Failures using a Failure Mode
Mechanisms Approach

Plus: Cold Weather Prep Resources

Rick Hackman
February 7, 2022
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NERC

NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

February 2021 Cold Weather Event
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NERC

e February 2021 Cold Weather Event

RELIABILITY CORPORATION

February Winter Outbreak Timeline e s

Houston, TX

WWA continues during the
morning due to lingering
snow showers. Wind Chill
Advisory issued for NW

counties.

WSW continues & expands
across the entire area as sleet &
snow expands across the area.
Wind Chill Warning (WCW) & Hard
Freeze Warning (HZW) in effect.

The Hard Freeze

expires at 9am

ending this long
week!

Another WSW issued
for significant ice
storm during

Tuesday night.

WWA continues across
the north, Winter Storm
Watch issued for
Sunday Night.

Thursday
2/11

Wednesday
2/17

Saturday
2/13

Thursday Saturday
2/18 2/20

WWA issued for Last Hard Freeze
Wednesday night for light Warning issued for
snow showers north & areas north & west

west of Harris Co. 9 of Harris Co.

Winter Storm Warning (WSW)

gets issued north & west of

Harris Co. Wind Chill Watch

& Hard Freeze Watch issued
for Sun-Tues.

Lingering winter precip
in morning, then the
WCW & HZW continue for
what will be the coldest

night of the week.

Isolated sleet & freezing

rain seen in NW counties.
First Winter Weather

Advisory (WWA) issued.
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ERCOT Report on Generation loss

NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

Net Generator Outages and Derates by Cause (MW)
February 14 — 19, 2021

Sunday (2/14) Monday (2/15) Tuesday (2/16) Wednesday (2/17) Thursday (2/18) Friday (2/19)
60 GW -
[ Existing Outages
I Fuel Limitations
50 GW I Miscellaneous

Il Ecuipment Issues

Transmission Loss
40 GW -
I Weather Related

I Frequency Related
30 GW

20 GW

10 GW

0GwW

Version Date: 4/22/2021

Net generator outages at the beginning of each hour on February 14-19, 2021, by cause category.

ercot>

http://www.ercot.com/content/wcm/lists/226521/ERCOT_Winter_Storm_Generator_Outages By Cause_Updated Report_4.27.21.pdf
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http://www.ercot.com/content/wcm/lists/226521/ERCOT_Winter_Storm_Generator_Outages_By_Cause_Updated_Report_4.27.21.pdf

NERC

NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

Early Morning 2/15/2021

Rapid Decrease in Generation Causes Frequency Drop

Entersd EEA 3 1,000 MW Load-shed Ordered

“ _‘/N\-IN—‘\ Additional 2,000 MW
® Load-Shed Ordered

554 \ 1,418 MWW Generation Cutages =T .;,... {Total 10,500 MW) \.ﬂ.
35,343 MW Generation i S / .‘ Below 59_.4 Hz for 4m_ 23s j
59.8 Capacity Out as of 1:23 am 248 MW Generation Qutages More Gen Units would have tripped

\ if below 59.4 for 9m or more 594 MW Generation
97 329 MW Generation Outages ® ® Cutages

Additional 1,000 MW =i

Load-Shed Ordered 606 MW 843 MW Generation Qutages
596 (Total 2,000 MW) Generation 841 MW Generation Outages

Qutages
59.3 688 MW Generation Outages .\ Additional 3,500 NIV
] Load-Shed Ordered
511 MW GGeneration Outages ——F @,

£o4 9 (Total 8,500 MW)

Additional 3,000 MW
Load-Shed Ordered
(Total 5,000 MW)

593 Min Freguency 59.302 Hz

592

Hguston

1:43 1:53 203

A

ercot>

PUBLIC
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NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

February 2021 Cold Weather Event

Texas natural gas production fell by almost half during recent cold snap

Texas dry natural gas production (Jan 2016—Feb 2021) 2N
€la

billion cubic feet per day
30

25

20

values

15

daily
estimates

Reliability Guideline
1 0 Natural Gas and Electrical Operational Coordination Consideratio

Applicability
Reliability Coordinators (RC), Balancing Authorities (BA), Transmission Operators (TOP),
Generator Owners (GO), and Generator Operators (GOP)

5 Preamble
It is in the public interest for NERC to develop guidelines that are useful for maintaining or enhancing the
reliability of the Bulk Electric System (BES). The Reliability and Security Technical Committee (RSTC) is, per
its charter authorized by the NERC Board of Trustees (Board), to develop Reliability and Security Guidelines.
Guidelines establish voluntary codes of practice for consideration and use by BES users, owners, and

0 These are by the technical committees and include the collective
experience, expertise, and judgment of the industry. Reliability guidelines do not provide binding norms or
create parameters by which compliance to standards is monitored or enforced. While the incorporation

2 0 1 6 2 0 1 7 and use of guideline practices is strictly voluntary, the review, revision, and develapment of a program using 2 O 2 0 2 1

these practices is strongly encouraged to promote and achieve the highest levels of reliability for the BES.
Nothing in this guideline negates obligations or requirements under an entity's regulatory framework (local,

Source: U.S. Energy Information Ad i, e atparies mat ake trose reuiements nto comsseration when moemerieeany [ 3|y @stimates from IHS Markit

of the guidance detailed herein.

Metrics

Pursuant to the Commission’s Order on January 19, 2021, North American Electric Reliability Corporation,
174 FERC 9 61,030 (2021), reliability guidelines shall now include metrics to support evaluation during
triennial review consistent with the RSTC Charter!

Baseline Metrics

s performance of the BPS prior to and after a reliability guideline as reflected in NERC's State of https ://WWW. nerclcom/comm/RSTC_Re”a bility

Reliability Report and reliability assessments (e.g., the Long Term Reliability Assessment and

ssenalssesment) _Guidelines/Gas_Electric_Guideline.pdf

The use and effectiveness of a reliability guideline as reported by industry via survey

Industry assessment of the extent to which a reliability guideline is addressing risk as reported via
survey

Specific Metrics
The RSTC or any of its subcommittees can madify and propose metrics specific to the guideline in order to
measure and evaluate its effectiveness.

6 R RELIABILITY | RESILIENCE | SECURITY
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https://www.nerc.com/comm/RSTC_Reliability_Guidelines/Gas_Electric_Guideline.pdf

NERC

NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

NERC

= ————————"=|
NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

NERC Information Resources on
Cold Weather Preparation and BPS Impac

(asof 2/11/2021)

NERC has been collecting and sharing information on cold
weather preparation and BPS impacts for years via Webinars,
Special Reports, Lessons Learned, Failure Modes &
Mechanisms, and other resources.

Version 3 of the Generating Unit Winter Weather Readiness
Reliability Guideline was approved by the RSTC at the end of
2020. The changes between versions 2 and 3 were discussed
in the 2020 Winter Weather Webinar.

Here are links to some cold weather resources:

Reports on major BPS-impacting Cold Weather events

Outages and Curtailments during the Southwest Cold Weather Event of February 1-5, 2011

Winter Weather Readiness for Texas Generators, (2011)

January 2014 Polar Vortex Review

The South Central United States Cold Weather Bulk Electric System Event of January 17, 2018 (There are a number
of ‘sound practices’ from the industry, starting on page 100.)

Other Cold Weather Reports and Training Materials can be found_on this site.

Cold weather related Lessons Learned:

LL20110902 Adequate Maintenance and Inspection of Generator Freeze Protection

LL20110903 Generating Unit Temperature Design Parameters and Extreme Winter Conditions

LL20111001 Plant Instrument & Sensing Equipment Freezing Due to Heat Trace & Insulation Failures
LL20120101 Plant Onsite Material and Personnel Needed for a Winter Weather Event

LL20120102 Plant Operator Training to Prepare for a Winter Weather Event

LL20120103 Transmission Facilities and Winter Weather Operations

LL20120901 Wind Farm Winter Storm Issues

LL20120902 Transformer Oil Level Issues During Cold Weather

LL20120903 Winter Storm Inlet Air Duct Icing

LL20120904 Capacity Awareness During an Energy Emergency Event

LL20120905 Gas and Electricity Interdependency

LL20180702 Preparing Circuit Breakers for Operation in Cold Weather (also 2018 Webinar w/FMM)
LL20200601 Unanticipated Wind Generation Cutoffs during a Cold Weather Event

LL20201101 Cold Weather Operation of SF6 Circuit Breakers

Winter Weather Webinars from 2012 — 2020 can be found_on this site.
Annual Winter Reliability Assessments 2003/2004 thru 2019/2020 can be found on this site.

Re

Generating Init Wintaor \Waoathaor Doadinace
Current Ind

Preamble:

The objective of
critical to promof
are nat binding
monitored or en
revising, or devel

Purpose:
This reliability gul

Cold Weather Information Resources
Prior to the February 2021 Event

liability Guideline

BPS. Although th

normally expose|
winter weather
maintaining indi
a collection of b
strictly voluntary
local conditions i
impact weather

Assumptions:
2019 FERC and NERC Staff Report
1. EachBP
mantai PC The South Central
prosed United States
2. Balancin| 7 4 R Cold Weather Bulk
aipi s Electric System
be acco Event of January 17, 2018
events. S
SPEERY Septs
3. What col
to make)|
for each '

Guideline Detal
An effective wing]
should generally|

2018

its norm|

7

FERC and NERC Staff Rrpnﬂ@ NERC
July 2019
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NEIRC Pictures from 2011 Cold Weather
SR IR LR Event Training Package
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NERC

NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

Gap in insulation

Pictures from 2011 Cold Weather
Event Training Package

Exposed valves emerge from thermal
insulation and are not heat traced.

RELIABILITY | RESILIENCE | SECURITY



NEIRC Pictures from 2011 Cold Weather

NORTH AMERICAN ELECTRIC = =
vent Training Package

Frozen Valves:
Inspect and maintain thermal
insulation on all units.

Removal of insulating blanket in summer, failure to reinstall for winter.
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NEIRC Pictures from 2011 Cold Weather
SR IR LR Event Training Package

Add Insulation blankets and Heat Tracing
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NEIRC Pictures from 2011 Cold Weather

NORTH AMERICAN ELECTRIC = =
vent Training Package

Corroded Freeze Protection Panel

Heat Tracing
does no good
without power
or a way to
turn it on
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NERC FERC - NERC - Regional Entity Staff
R ERICANIE eI Report

13

L resmincsouncomraumessees. | FERC - NERC - Regional
PSP LI W'E B Entity Staff Report:
B 11 Bl The February 2021 Cold
B ¥ ] Weather Outages
kB IE Ll in Texas and the South
Central United States

Federal Energy Regulatory Commission Fw
North American Electric Reliability Corporation &

Regional Entities =

] 1
\ o
f il

g |
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NERC FERC/NERC ERO Report Identified

e I S Gas Generator Cold Weather Issues

Sub-Causes for GAS Generating Units Outaged or Derated Due
to Freezing Issues (by Number of Units)

Frozen
transmitter, 88,
23%

Other, 55, 15%

Frozen
Equipment, 30,
8%
Frozen
instrumentation,
32, 8% Frozen sensing
lines, 49, 13%
Frozen inlet air
system, 33, 9%
Frozen valve, 45, Equipment
12% failure, 47, 12%

14 _ RELIABILITY | RESILIENCE | SECURITY



NERC FERC/NERC ERO Report Identified

L = Coal Generator Cold Weather Issues

Sub-Causes for COAL Generating Units Outaged or Derated
Due to Freezing Issues (by Number of Units)

Frozen valve, 1, 2% Other, 2, 4%
Frozen

instrumentation, 2....

Frozen
transmitter, 3, 7%

Frozen sensing
lines, 4, 9%

Frozen coal/fuel
quality, 25, 54%

Frozen
Equipment, 4, 9%

Equipment
failure, 5, 11%
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NERC FERC/NERC ERO Report Identified

L = Coal Generator Cold Weather Issues

Sub-Causes for WIND Generating Units Outaged or Derated
Due to Freezing Issues (by Number of Units)

Ambient Design Temperature Other, 13, 4%
Issues, 14, 5%

Frozen
equipment, 21,
7%

Icing on blades,
252, 84%
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Failure Modes and Mechanisms

Video on Failure Modes & Mechanisms https://vimeopro.com/nerclearning/cause-coding/video/208745179
17 RELIABILITY | RESILIENCE | SECURITY


https://vimeopro.com/nerclearning/cause-coding/video/208745179
https://vimeopro.com/nerclearning/cause-coding/video/208745179

Failure Modes and Mechanisms

» Failure Modes are what gets your attention

» Failure Mechanisms are how the equipment gets going
on the path to a failure

« Equipment Failures have logical cause-and-effect
relationships behind them.

* Physical Evidence Examination and Root Cause
Analysis can reveal what Failure Mechanisms were
involved.

» Aging is not a ‘cause.’ It is just a catch-all term for slow
moving Failure Mechanisms.

» Failure Mechanisms are detectable. Many can be
stopped, or at least slowed down so they can be

corrected before causing a failure.
18 RELIABILITY | RESILIENCE | SECURITY
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I
NORTH AMERICAMN ELECTRIC
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Generic Failure Modes and Mechanisms Layout

Failed Equipment Type

Failure Mode 1 Failure Mode 2 | Failure Mode 3 | :

Failure Failure Failure
r Mechanism 1 Mechanism 1 Mechanism 1
How this
develops
| Failure Failure Failure

Mechanism 2 Mechanism 2

Mechanism 2

More detail, notes,
cures, salves...

Failure
r Mechanism 3
And
then...

LL20180101

—O0

+
How this ; A required ‘ Anather
develops This Thak condition required

condition

19 RELIABILITY | ACCOUNTABILITY



NERC

E— Sample Failure Modes and Mechanisms Diagram

RELIABILITY CORPORATION

Surge Arrester
Failure Modes & Mechanisms o
Revision 1.01

Rupture

End Seal Diaphragm

Some arrestors are equipped with Rupture
Diaphragms and relief vents that attempt to
4 avoid the explosive shattering porcelain hazard

End Seal

Spark Gap
Relief Vent /
Blast Guide

If violent internal pressure driven, this Not as much a Personnel Safety
- is a Personnel Safety Hazard. Shrapnel Hazard as Porcelain . Very unlikely to
A Housing and Sheds may damage other nearby equipment damage other nearby equipment
(Porcelain or Polymer)
High internal Note: The majority of Surge Relief Vent / Porcelain Housing — Polymer Housing —
pressure Arrester Failures pass through Seal Blast Guide Rapid Stress Crack Tends to blow out /
Internal Fault / h : Failure and Moisture Intrusion Propagation e
External Fault . aboom!
Tracking ﬂi_lﬂ Rupture
Diaphragm
Bridging by object partia discharge
N [
a High internal e
. pressure Overload
Kaboom!
Silicon Carbide (SiC)
cakage
e Thermal Runaway AT
Voltage Stress Breakdown of nsblocks fal the Weight
eerec akposissre andom, not nedup [~ Carbon bearing B Blown objects
evere Corona ) ¢ vigeer s educe Sichas more current flow
s materials AND T Accelerates e 290 for s gen verage, SR RS
the dark. UV frequent or continuous failure of Soithats up more -
camera canseeit operation | - Gunshot
make this more kely "
(doesn't get washed off) above thfimfl sty Arrester Housing can L= Mechanical
dissipate it as heat Loading
Contains plenty of A space acts as Anyting ot ﬁ;‘:;"‘:‘:l‘::‘mw :r';";‘: octs a5 nsulaton. Fbergass
uric acid and salts, insulation. reats up aluminum oxide mixed in a er
Whichare conductive g bock e s e oot ! demied i pohm St\;ﬁ::iézaal
" Silicon Carbide (SiC)
Glaze / Coating - lock Fail Source
deterioration 3 Akl sicgenerally hasa shorter ind (i
generaly Wind (line
(easier to stick to) g Ozone, arcing senvce Ife than 00 -
H proarion g . 4 asssts this eYEmEI)
35 Seal failure organicfiuid o 3 58 Moisture and L— Seismi
g; Erosion vwor(anbe H 23 e from sl Seismic Events
st (usually wind driven grit / sand) polutans, s, O N felureosssts s
H Sovents, el
uous or LowerVoltage Required dsher Vol i
e . (g smller, conduche deposts 4 {50 g s e oot eposis)
orsh Lakate owerVotageReaured o e coseronrdgng ;
Currentis Detectable g % =+ Frequent or Continuous operation H
Impact Damage Orone o %E 4
Open / High Resistance =
; Too Cold for Material UV i expesed) .
Loss of Function / Ea Votage > Max Continious
res| 00 ttack (Acids, Bases) Operating Voltage (MCOV] o e
I Expansion Bellows / P 8 ge ( ) 0Ozone (from arcing or Corrosion leads to Vaporization /
Rupture Disc Fatigue el sk 4 corona in air) chemical dimensional Redistribution of
" igue failure more likely if seal fuel burning i
Loose Connection Corroded Lead or ey exhaust, NOX, low smourt of attack changes ap plate material
i i instead of rounded profile ~ think SOx, et el i " .
(either end) connection e R likely Higher than | Lightning, Eig o
Temperature Cycing normal Voltage Various CIERTRE Deposits of melted
Transients from

Previous operations

sl
. Solen Cround e

gap plate material
failures

seal failure

Assembly error, Installation off-center or

high mechanical tension issues,

Attachment mechanical bending stress

issues, Very Strong Winds
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. Generic Gas Unit Cold Weather Issues

RELIABILITY CORPORATION

Generic Gas Unit Fails to Generate
During Cold Weather

See NERC Reliability Guideline: Generating
Unft Winter Weather Readiness

4
The Primary Failure Mode for he Second Main Failure Mode for
T Feb 2021 Gas Generation Loss Feb 2021 Gas Generation Loss f
Equipment
Critical to Unit Electric Power
Lack of Fuel Control Failure
Operation Issue
Freezing / Failure
_ 1 See NERC Retiabiity Guideline: Gas and 3
The Most Common Failures Seen e D A e
in Feb 2021 Gas Generation Loss Pk or
Flow/Pressure Instrument/
Sensing line/ Trans

frozen/plugged

Equipment
Gas line Grid Frequency Internal Plant Not ready to return from Not ready to return from
Failures other Gas Shutoff to + Remote Control ¥ Failed restart
than weather pressure foo Generator CMoliags Dt Failure i L T attempt PRESE /ol
low of Band Failure repair outage outage
Grid Power I I ? | I
frven Air system Pluggea with [ | ] oR Removed {
= = Not a Blackstart
™ posed Omsite
B e Seanch Ledtin) K o N o Communications || ComToiCenter || o orver (Ui || comtron cense Comtred Control Power Eauipment Failed Unitand Blackstar: Capable
et D Fcra ]| stimd. C oktbndanions'l] Tpetiss o Signal interrupted || E9P™t || G piure || PowerLoss Eytpmas Loss ATMLSgon wpon restar Inadeauate Unit but could not Mo Fuel
il Capacity Freeze Offs in an Emergency Frozen Storage Empty o Fallures Fallures {Control) Failure 7o
LowdShid empt supporting power
i = No e Operations i
‘Weather Severity and ”";“5'“" Power
Duration Capable m:'ﬂ source
Causing Failure S failed N
c PO i3 a 1 1 2 "
(o Westher F—  ewi/RA gl
Equipment Related
Fales other Compressor Dmln : Gas D:/!:m Lp-[ﬂnncntb'un(ed
csrenen eman 1 Hig with Generation P
g Sece Wbt than weather Equipment r \
neSouce Hestd et e forGas | | prorty Uses e Fulures natelated |(© 3 )| weather retaea
. ™ edecirical power J Failure
Other Large [ Provier (Vendor / or weather ~—
Souwcenss  |e— 1 Contractor) Failure.
Oscillating Output
Contions Weather i mrbls
prmrhir e Weatherize + Inadequately Communications
Design Basis Failed L controlied smail —  supporting
Y 3 system / istand Equipment Failure
Below Lubricant
Low Temperature | | Flaw in Design Assumed Risk
Limit Lack ot ‘Weather Severity and
e Protection Duration Capable OR
prfasazd Conditions. Unable to from Weather Causing Failure
Fluid Low
e o IO | Bevond Design Arsicipate
Basis Conaitions e
eather .
Comgonent Cola |_| Fowiesiion e 2
Brittle Fracture Failure 10 2 jeatherite T i
Inspect/Test/ Joled, e ::v:‘ Wenther Relaed
Ice / Snow Load Maintain gl Failure
induced Mechanical f—f Weatherization Conditons Failure 1o Assumed Risk
Failure Inspect/Test/
Beyond Design v
[Vents towvers7 | Supporting Basis . Unable Send Failure Modes and Mechanisms
Radiators | System Failed Antiipate: Improvement Comments, Corrections,
mo.:m’elmecf — Conditions Failures ot related Wieather Relsted Additions, Lessons Learned,
locked / stuck by Flyw in Design ‘Supporting to weather Failure: plon " =
snow / ice System Failed d S'Ied i 2 h :
o ﬁ = Ideas, & Failed Equipment Photos to:
Linkage iced over / ductor, Supporting . e
froten Cable, or Fiber Structure or Richard Hadlanan
; ; Matertal ool Sr. Event Analysis Advisor
Vendor's Low 3 ) Failure due to Fatlure oue 1o North American Electric Reliability Corporation
Tempersture Aute- [~ Westher Related | ot fsmnd Wind, Snow or wind, Saow o 3353 Peachtree Road NE, Suite 600 — North Tower
Cutoft Exceeded o Heater Ice Loading Ice Loading Atlanta, GA 30326
e Faily ed 404-446-9764 office | 404-576-5960 call
to cectncal power )| et pctted
of weather —r .

Email Richard Hackman@nerc.net
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NERC eneric Gas Unit Cold Weather Issues

NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

The Second Main Failure Mode for
Feb 2021 Gas Generation Loss

1

The Primary Failure Mode for
T Feb 2021 Gas Generation Loss

Equipment
Critical to Unit Lack of Fuel Electric Power
Issue

Operation
Freezing / Failure
A ; A See NERC Reliability Guideline: Gas and
The Most Common Failures Seen Electrical Operational Coordination
in Feb 2021 Gas Generation Loss Considerations
Flow/Pressure Instrument/
l__l Sensing line/Transmitter
frozen/plugged I
Equipment Weather n q
.q P Gas line Grid Frequency
Failures other Related Gas Shutoff to
B . pressure too or Voltage Out
than weather Equipment Control Air line frozen / Jow Generator of Band
related Failures plugged
A A 4
Grid Power
nlet Air System Plugged with | | | | Removed
Snow / Frozen Louvers Gas pipeline Gas System Gas Well Lack of Firm Exposed No Onsite
compressors Demand Exceeds Head Contract to Supply Pipeline Storageor
fail Capacity Freeze Offs in an Emergency Frozen Storage Empty
Load Shed
A A .
Note N.o. Backup Operations
i Underground Pipe provision
Lack o'f Weathe'r Severity and . e ha for Power —
Protection Duration Capable freezing backup Sotince; Transmission
from Weather Causing Failure power failed Equipment
A Failure
Compressor Weather
Insulation Equipment Related ) i
Heat Tracing Failures other Compressor High Gas Diverted || Load not balanced
‘Temparary Local Heaters than weather Equipment Demand to High with Generation
nstalled Building Space Heating F for Gas Priority Uses
Wind Barriers related Failure
Heat Guns. * Other Large
I I — Source has — 1
Oscillating Output
Conditions Weather f
Beyond Unit Protection R0
Ve N N Weatherize Inadequately
Design Basis Failed L controlled small
F § system / Island
Below Lubricant
Low Temperature [ Flaw in Design Assumed Risk
Limit Lack of Weather Severity and
selow Hydrauli Protection Duration Capable
e (;;N'd\:. raufic Conditions Unable to from Weather Causing Failure
ul ow . s
Temperature Limit Beyond I?eslgn Annc‘lr?ale A
Basis Conditions
Weather o
Component Cold Protection Failure to
Brittle Fracture Failure to Failed Weatherize
Inspect/Test/
Ice / Snow Load Maintain A
induced Mechan'\cal — Weatherization Conditions Failure to Assumed Risk
Failure N Inspect/Test/
Beyond Design Maintain
Vents / Louvers / L | supporting Basis Weatherization Unable to
Radiators System Failed Anticipate
Overwhelmed/  |— Conditions
blocked / stuck by . N Supporting
snow / ice Flaw in Design System Failed
Exposed Mechanical
Linkage iced over /
frozen
Vendor’s Low -
22 | temperatureaueo [ | weatherrelarea [ (3 ) | Faluresnot related RELIABILITY | RESILIENCE | SECURITY
. to electrical power
Cutoff Exceeded Failure
or weather
Failures not related |




Generic Gas Unit Cold Weather Issues

NERRC
Unable to Return
Other

NORTH AMERICAN ELECTRIC

RELIABILITY CORPORATION
to Service from

Control Failure
Prior Outage
A A
Intemal Plant Not ready to return from " Not ready to return from
Remote Control . Y " Failed restart . v
Ny Control prior maintenance/ prior standby/mothball
Failure . . attempt
Failure repair outage outage
T A
S p— e — Not a Blackstart
Communications oEn ‘:Io mz:ter Receiver (Unit || Control Center E uoi"n::nt Control Power Start Signal Equipment Failed Unit and Blackstart Capable
Signal Interrupted ?: r Side) Failure Power Loss Cll: 'I) Loss (Cont I)E i upon restart inadequate Unit but could not No Fuel
GRS EllEs ontrof) Faflure attempt supporting power be started.
A * * * available.
4 1 1 2

Failures not related

to electrical power .
Failure

or weather

— EMI / RFI
° Weather Related

Communications
Provider (Vendor / |«
Contractor) Failure

Communications
Supporting
Equipment Failure

A

OR

Physical Fiber /
Signal Line Failure

Failures not related
fu Weather Related
Failure

m to electrical power
or weather

()

Failures not related Weather Related
to weather Failure
Conductor, Electronics Supporting
Cable, or Fiber Overheat & Structure or
Material Shutdown or Fail Attachment
Failure due t ilure d
Wind, Snow or Wind,Snow o RELIABILITY | RESILIENCE | SECURITY
Ice Loading Ventilation Blocked Ice Loading
by Snow/Ice
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Wind Generator Failures
During Cold Weather

See NERC Reliability Guideline: Generating

Unit Winter Weather Readiness

(3 4
The Primary Failure Mode for

Feb 2021 Wind Generation ? ?

Loss
Unable to Return
Unit Equipment . Electric Power .
c! p Inadequate Wind Control Failure to Service from Other
Failure Issue q
Prior Outage
See NERC LL20170701
Loss of Wind Turbines due to Transient Voltage A A

Disturbances on the Bulk Transmission System,

See NERC 1120120901
Wind Farm Winter Storm Issues

o

Weather Equipment A
Fi
Related Failures other Grid Frequency Remote Control Local Control Not r.eady to return fr’om Failed No.t ready to re’tum from
N or Voltage Out - . prior prior standby/
Equipment than weather of Band Failure Failure repair outage attempt outage
Failures related 2 B D £3

The Most Common
Failure Seen in Feb 202]/
Wind Generation Los$

f
| I I I ] ' ' ' '

See NERC Reliability Guideline: Inverter-

lade Deice / Ice Remova
System Failure

- e Based Resource Performance Guideline,
Blade Icin,
€ Cyber Attack || Communications ""E"'l';;"::::" Receiver (Unit || Control Center zc-:n:?m Control Power e Inadequate
reached v signal Interrupted quipr Side) Failure Power Loss quip Loss Equipment Failures || supporting power Inadequate Wind

L

il il Failure .
TrsBattry Cold Ui il Eaihres available.
trceeded ’ ) ) ¥

Weather Severity and Lack of
Duration Capable Protection
Causing Failure from Weather
4 1 3
1 — EMI / RFI
Weather Conditions i LT
Protection Notusing coldest Failure to Communications iZ'L".ZZ".f;\ related Weather Related -
e potential weatherdesign Weatherize - Provider (Vendor / o weathper Failure
L Grid Power Contractor) Failure
Vents / e/ Snow Connection
Flaw in Design Louvers / oo Assumed Risk Removed
g -
Radiators Communications
Overwhelmed/ parts in place —  Supporting
or cause ; :
i locked / stuck Equipment Failure
Failure to blocked / stuck imballance. Unable to No provision B load shed quipt ilu
Inspect/Test/ by snow / ice Anticipate for backup )
cuTe source failed Operations
Maintain Conditions power
Weatherization 'C'-;/ Sgowd Winddlza:ﬂng ohysical Fiber/
Load inducec Exceeded (past T ysical Fiber
Mechanical feathering Equipment signal Line Failure i i
Supporting Failure capabiliity) i Send Failure Modes and Mechanisms
System Failed Impr C Correcti
Vendor’s Low Lubricant Low Additions, Lessons Learned,
Temperature N : CT—
Acto-Cutoff Temperature Failures not related Weather Related Diagnostics / Symptom Monitoring
Excesded Limit Exceeded o eledrical pover Failure Ideas, & Failed Equipment Photos to:
or weather
Conductor, Electronics Supporting Richard Hackman
Cable, or Fiber Overheat & Structure or Sr. Event Analysis Advisor
= Material Shutdown or Fail Attachment . - i Raliabil
Falures not related S0 RERE WS e e Failure due to Failure due to North American Electric Reliability Corporation
to electrical power Weather Related e e aice ) Failures not related | | Weather Related Wind, Snow or Wind, Snow or 3353 Peachtree Road NE, Suite 600 ~ North Tower
or weather allure Weather Event to weather Failure Ice Loading | | ventilation Blocked Ice Loading Atlanta, GA 30326
by Snow/Ice

404-446-9764 office | 404-576-5960 cell
Email Richard.Hackman@nerc.net
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Wind Generator Cold Weather Issues

The Primary Failure Mode for
Feb 2021 Wind Generation

Loss

Unit Equipment
Failure

Inadequate Wind

Electric Power
Issue

A

See NERC LL20120901
Wind Farm Winter Storm Issues

Weather Equipment
Related Failures other
Equipment than weather
Failures related
The Most Common
Failure Seen in Feb 2021/ -
Wind Generation Los{

+

A A

Weather Severity and Lack of
Duration Capable Protection
Causing Failure from Weather

T

Heat Trace Failure

UPSBattery Cold Limit

Inverter lower
temperature limit
reached

Exceeded

I l

Failure to
Weatherize

Not using coldest
potential weather design
package

Weather Conditions
Protection Beyond Design
Failed Basis
' 3 A
Vents /
— Flaw in Design Louvers /
Radiators

Overwhelmed/

Ice / Snow
freeze moving
parts in place

or cause

Assumed Risk

Failure to blocked /stluck imballance. Une.lb'le to
Inspect/Test/ by snow / ice Anticipate
Maintain Conditions
Weatherization Ice / Snow Wind Loading
Load induced | | | Exceeded (past
Mechanical feathering
L_| Supporting Failure capabiliity)

System Failed

Vendor’s Low

Temperature

Auto-Cutoff
Exceeded

Lubricant Low
Temperature
Limit Exceeded

£

[ 1

Failures not related

to electrical power
or weather

Weather Related
Failure

w

25

See NERC LL20200601 Unanticipated
Wind Generation Cutoffs during a Cold

Weather Event

[

Grid Frequency
or Voltage Out
of Band

See NERC Reliability Guideline: Inverter-
Based Resource Performance Guideline

Grid Power

Connection
Removed
o pEvEED Backup Power Load Shed
for backup . .
source failed Operations
power

Transmission
Equipment
Failure
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Wind Generator Cold Weather Issues

NERC

NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION
Unable to Return

to Service from

Prior Outage

Other

Control Failure
A

See NERC LL20170701
Loss of Wind Turbines due to Transient Voltage A
Disturbances on the Bulk Transmission System,
Not ready to return from Failed Not ready to return from
Remote Control Local Control " A :
. h prior maintenance/ reconnect prior standby/mothball
Failure Failure .
repair outage attempt outage
A A *
@il Eaer Receiver (Unit || Control Center E Co'ntrol t Control Power Control Signal Inadequate
Power Loss qul.pmen Loss N 8 Equipment Failures supporting power Inadequate Wind
Failures Failure available

Cyberitiack Signal Interrupted Equl.pment Side) Failure
Failures
' O,

Communications
A f

for, s
— EMI / RFI
- Nothing to synch to
Failures not related / -
CO".‘"‘““'C“'O"S to electrical power @ Weat:e{ Related
[—— Provider (Vendor / [« or weather ailure
Contractor) Failure
Communications
— Supporting <
Equipment Failure
Physical Fiber / OR
Signal Line Failure ﬁ
Failures r}ot related Weather Related
to electrical power .
Failure
or weather
Conductor, Electronics Supporting

Cable, or Fiber Overheat & Structure or

Material Shutdown or Fail Attachment

Failure due to * Failure due to

Wind, Snow or Wind, Snow or

Ice Loading Ventilation Blocked Ice Loading

by Snow/Ice
RELIABILITY | RESILIENCE | SECURITY

Failures not related Weather Related
to weather Failure
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NERC Common Causes of Cold Weather Issues

NORTH AMERICAN ELECTRIC
RELIABILITY CORPORATION

\/

Flow/Pressure Instrument/

Sensing line/Transmitter I
frozen/plugged
Equipment Weather . .
'q P Gas line Grid Frequency
Failures other Related Gas Shutoff to
A o pressure too or Voltage Out
than weather Equipment Control Air line frozen / low Generator of Band
related Failures plugged
A A 3
Grid Power
Inlet Air System Plugged with + I I I I ﬁ Removed
Snow / Frozen Louvers Gas pipeline Gas System Gas Well Lack of Firm Exposed No Onsite
A A p S D i E d Head Contract to Supply Pipeline Storage or
fail Capacity Freeze Offs in an Emergency Frozen Storage Empty
Load Shed
A A )
| Note: N.o_ Backup Opetations
: Underground Pipe provision
Lack of Weather Severity and ,/;\‘ is protected from for Power
Protection Duration Capable \ / freezing backup source Transmission
from Weather Causing Failure — . failed Equipment
4‘ Failure
Compressor Weather
Insulation Equipment Related i i
Heat Tracing Failures other Compressor High Gas Diverted | | Load not balanced
Temporary Local Heaters than th h Demand to High with Generation
Installed Building Space Heating iori
Wind Barriers related Failure for Gas Priority Uses
Heat Guns * Other Large
J/ N — Source has — 1
= ~ Oscillating Output
Fonc ns_ Weath.er Failure to
Bey.ond Un.lt Prot?ctlon Weatherize Inadequately
Design Basis Failed — controlled small
A A system / Island
Below Lubricant
Low Temperature  [— [— Flaw in Design Assumed Risk
Limit Lack of Weather Severity and
Below Hydrauli Protection Duration Capable
e l;mid\ll_or;u ic Conditions Unable to from Weather Causing Failure
Temperature Limit ] Bevend I?e5|gn Antlc.lp.ate A
Basis Conditions
Weather .
Component Cold | | Protection Failure to
Brittle Fracture Failure to Failed Weatherize
Inspect/Test/
Ice / Snow Load Maintain A
indwged Mechanlcal 1 Weatherization Conditions Failure to Assumed Risk
ure N Inspect/Test/
Beyond Design Maintain
Vents/ !_ouve :\ L] Supporting Basis Weatherization Unéb.le to
Radiators \ System Fajled=t Anticipate
Overwhelmed/ [ Conditions
blocked / stuck by . . Supporting
snow / ice Flaw in Design System Failed
Exposed Mechanical
Linkage iced over /
frozen
[ 1
Vendor’s Low Failures not related
Temperature Auto- = Weather Related 3 | to electrical power
Cutoff Exceeded Failure \;/ or weather - [ _ 1
Failures not related

\ Weather Related
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NERC Information Resources coiizz20m
Cold Weather Preparation and BPS Impac

NERC has collected and shared information on cold weather
preparation and BPS impacts for years via Webinars, Special
Reports, Lessons Learned, Failure Modes & Mechanisms, and other 'Z
resources. =

Here are links to some cold weather resources:

Reports on major BPS-impacting Cold Weather events

Outages and Curtailments during the Southwest Cold Weather
Event of February 1-5, 2011

Winter Weather Readiness for Texas Generators, (2011)

January 2014 Polar Vortex Review

The South Central United States Cold Weather Bulk Electric System Event of January 17, 2018 (There are a
number of ‘sound practices’ from the industry, starting on page 100.)

The Generating Unit Winter Weather Readiness Reliability Guideline Version 3 (Dec 2020) is a resource for
helping develop generator cold weather preparation plans.

FERC - NERC - Regional Entity Staff Report: The February 2021 Cold Weather Outages in Texas and the South
Central United States

Other Cold Weather Reports and Training Materials can be found_on this site.

Cold weather related Lessons Learned:
LL20110902 Adeguate Maintenance and Inspection of Generator Freeze Protection
LL20110903 Generating Unit Temperature Design Parameters and Extreme Winter Conditions
LL20111001 Plant Instrument & Sensing Equipment Freezing Due to Heat Trace & Insulation Failures
LL20120101 Plant Onsite Material and Personnel Needed for a Winter Weather Event
LL20120102 Plant Operator Training to Prepare for a Winter Weather Event

LL20120103 Transmission Facilities and Winter Weather Operations
LL20120901 Wind Farm Winter Storm Issues
LL20120902 Transformer Qil Level Issues During Cold Weather
LL20120903 Winter Storm Inlet Air Duct Icing
LL20120904 Capacity Awareness During an Energy Emergency Event
LL20120905 Gas and Electricity Interdependency
LL20180702 Preparing Circuit Breakers for Operation in Cold Weather (also 2018 Webinar w/FMM)
LL20200601 Unanticipated Wind Generation Cutoffs during a Cold Weather Event
LL20201101 Cold Weather Operation of SF6 Circuit Breakers
Winter Weather Webinars from 2012 — 2021 can be found_on this site.

Annual Winter Reliability Assessments 2003/2004 thru 2021/2022 can be found on this site.
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Reliability Guideline
Natural Gas and Electrical Operational Coordination Consideratid

Applicability
iz billty Cocrel

(RC), ing Authorities (BA), Transmission Operators (TOP),
Generator Owners (GO), and Generator Operators (GOP)

Preamble -
It is in the public interest for NERC to develop guidelines that are useful for maintaining or enhancing the
reliability of the Bulk Electric System (BES). The Reliability and Security Technical Committee (RSTC) is, per
its charter authorized by the NERC Board of Trustees (Board), to develop Reliability and Security Guidelines.
Guidelines establish voluntary codes of practice for consideration and use by BES users, owners, and
operators. These guidelines are developed by the technical committees and include the collective
experience, expertise, and judgment of the industry. Reliability guidelines do not provide binding norms or
create by which i to is i d or enforced. While the incorporation
and use of guideline practices is strictly voluntary, the review, revision, and development of a program using
these practices is strongly encouraged to promote and achieve the highest levels of reliability for the BES.
Nothing in this guideline negates obligations or requirements under an entity’s regulatory framework (local,
state, or federal), and all parties must take those requirements into consideration when implementing any
of the guidance detailed herein.

Metrics

Pursuant to the Commission’s Order on January 19, 2021, North American Electric Reliability Corporation,
174 FERC 9 61,030 (2021}, reliability guidelines shall now include metrics to support evaluation during
triennial review consistent with the RSTC Charter®.

Baseline Metrics

* Performance of the BPS prior to and after a reliability guideline as reflected in NERC's State of
Reliability Report and reliability assessments (e.g., the Long Term Reliability Assessment and
seasonal assessments)

* The use and effectiveness of a reliability guideline as reported by industry via survey

= Industry assessment of the extent to which a reliability guideline is addressing risk as reported via
survey

Specific Metrics

The RSTC or any of its subcommittees can modify and propose metrics specific to the guideline in order to
measure and evaluate its effectiveness.

) internal nerc ages/default aspx

https://www.nerc.com/comm/RSTC_Reliability
_Guidelines/Gas_Electric_Guideline.pdf
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https://www.nerc.com/comm/RSTC_Reliability_Guidelines/Gas_Electric_Guideline.pdf

NERC Examining Cold Weather Generator Failures

e using a Failure Modes & Mechanisms Approach

RELIABILITY CORPORATION

Richard Hackman

Sr. Event Analysis Advisor

North American Electric Reliability Corporation
3353 Peachtree Road NE, Suite 600 — North Tower
Atlanta, GA 30326

404-446-9764 office | 404-576-5960 cell

Email Richard.Hackman@nerc.net
NERC Lessons Learned webpage
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NERC Information Resources sorii2z2021) €
Cold Weather Preparation and BPS Impac

NERC has collected and shared information on cold weather
preparation and BPS impacts for years via Webinars, Special
Reports, Lessons Learned, Failure Modes & Mechanisms, and other
resources.

Here are links to some cold weather resources:

Reports on major BPS-impacting Cold Weather events

Outages and Curtailments during the Southwest Cold Weather
Event of February 1-5, 2011

Winter Weather Readiness for Texas Generators, (2011)

January 2014 Polar Vortex Review

The South Central United States Cold Weather Bulk Electric System Event of January 17, 2018 (There are a
number of ‘sound practices’ from the industry, starting on page 100.)

The Generating Unit Winter Weather Readiness Reliability Guideline Version 3 (Dec 2020) is a resource for
helping develop generator cold weather preparation plans.

FERC - NERC - Regional Entity Staff Report: The February 2021 Cold Weather Outages in Texas and the South
Central United States

Other Cold Weather Reports and Training Materials can be found on this site.

Cold weather related Lessons Learned:
LL20110902 Adequate Maintenance and Inspection of Generator Freeze Protection
LL20110903 Generating Unit Temperature Design Parameters and Extreme Winter Conditions
LL20111001 Plant Instrument & Sensing Equipment Freezing Due to Heat Trace & Insulation Failures
LL20120101 Plant Onsite Material and Personnel Needed for a Winter Weather Event
LL20120102 Plant Operator Training to Prepare for a Winter Weather Event
LL20120103 Transmission Facilities and Winter Weather Operations
LL20120901 Wind Farm Winter Storm Issues
LL20120902 Transformer Oil Level Issues During Cold Weather
LL20120903 Winter Storm Inlet Air Duct Icing
LL20120904 Capacity Awareness During an Energy Emergency Event
LL20120905 Gas and Electricity Interdependency
LL20180702 Preparing Circuit Breakers for Operation in Cold Weather (also 2018 Webinar w/FMM)
LL20200601 Unanticipated Wind Generation Cutoffs during a Cold Weather Event
LL20201101 Cold Weather Operation of SF6 Circuit Breakers

Winter Weather Webinars from 2012 — 2021 can be found on this site.
Annual Winter Reliability Assessments 2003/2004 thru 2021/2022 can be found on this site.
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https://www.nerc.com/pa/rrm/ea/February%202011%20Southwest%20Cold%20Weather%20Event/SW_Cold_Weather_Event_Final.pdf
https://www.nerc.com/pa/rrm/ea/February%202011%20Southwest%20Cold%20Weather%20Event/SW_Cold_Weather_Event_Final.pdf
http://www.ercot.com/content/meetings/other/keydocs/2011/20110608-OTHER/Winter_Weather_Readiness_for_Texas_Generators1.doc
https://www.nerc.com/pa/rrm/January%202014%20Polar%20Vortex%20Review/Polar_Vortex_Review_29_Sept_2014_Final.pdf
https://www.nerc.com/pa/rrm/ea/Documents/South_Central_Cold_Weather_Event_FERC-NERC-Report_20190718.pdf#search=South%20Central%20United%20States%20Cold%20Weather
https://www.nerc.com/comm/OC_Reliability_Guidelines_DL/Reliability_Guideline_Generating_Unit_Winter_Weather_Readiness_v3_Final.pdf
https://www.ferc.gov/media/february-2021-cold-weather-outages-texas-and-south-central-united-states-ferc-nerc-and
https://www.ferc.gov/media/february-2021-cold-weather-outages-texas-and-south-central-united-states-ferc-nerc-and
http://www.nerc.com/pa/rrm/ea/Pages/February-2011-Southwest-Cold-Weather-Event.aspx
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20110902_Adequate_Maintenance_and_Inspection_of_Generator_Freeze_Protection.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20110903_Generating_Unit_Temperature_Design_Parameters_and_Extreme_Winter_Conditions.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20111001_Plant_Instrument_and_Sending_Equipment_Freezing_Due_to_Heat_Trace_and_Insulation_Failures.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120101_Plant_Onsite_Material_and_Personnel_Needed_for_a_Winter_Weather_Event.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120102_Plant_Operator_Training_to_Prepare_for_a_Winter_Weather_Event.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120103_Transmission_Facilities_and_Winter_Weather_Operations.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120901_Wind_Farm_Winter_Storm_Issues.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120902_Transformer_Oil_Level_Issues_During_Cold_Weather.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120903_Winter_Storm_Inlet_Air_Duct_Icing.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120904_Capacity_Awareness_during_an_Energy_Emergency_Event.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120905_Gas_and_Electricity_Interdependency.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20180702_Preparing_Circuit_Breakers_for_Operation_in_Cold_Weather.pdf
http://cc.readytalk.com/play?id=hdeicq
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20200601_Unanticipated_Wind_Generation_Cutoffs_during_a_Cold_Weather_Event.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20201101_SF6_CB_Operation_during_Cold_Weather.pdf
https://www.nerc.com/pa/rrm/Pages/Webinars.aspx
https://www.nerc.com/pa/RAPA/ra/Pages/default.aspx
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AGENDA 8
Misoperations

b. Technical Discussions
ii. Out of Step Tripping

Kevin Jones, Xcel Energy

Action
Information

Report
Kevin Jones will provide an overview during the meeting.
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Xcel Energy Out-Of-Step
Settings Philosophy

Presented by Kevin W. Jones, P.E.
Consulting Engineer, System Protection Engineering

Presented To: MRO Protective Relay Subgroup
February 22, 2022

@ XcelEnergy’




What are we GoingtoLearn? |

) @ Xcel Energy*
Outline

B SEL 400 Series Swing Center Voltage (SCV) PSB Settings
B SEL 400 Series SCV OST Settings
B SEL 311 Series Customized Out-Of-Step Tripping (OST)




What Industry Document Drives Xcel’s OOS Philosophy?

Xcel Energy’s Philosophy Guidance

@ Xcel Energy*

B |IEEE Power System Relaying and Control Committee Working

Group D29

Working Groups

TECHNICAL REPORT

IEEE Power & Energy Society

Month 2023

< IEEE

( PES

P & Enesgry Society®

Tutorial for Setting
Impedance-Based
Power Swing Relaying
on Transmission Lines

PREPARED BY THE
Power System Relaying and Control Committee
System Protection Subcommittee (D)
Working Group D29
Scope

WG Name Chair Vice Chair
(PC37.230): Guide for
Protective Relay Brian : :
D28 Applications to Boysen Claire Patti

Distrj

To review and revise C37.230-2007, “Guide for Protective
Relay Applications to Distribution Lines” to correct errors
and address additional distribution line protection related
topics.

Tutorial on Setting
Impedance-Based
Power Swing Blocking : Normann
and Out-Of-Step KevinJones g per

Tripping Functions on
Transmission Lines

D29

Create a tutorial on setting impedance-based power swing
blocking and out-of-step tripping functions related to
transmission line applications. Specific relay settings
examples will be provided. Other methods of detecting out-
of-step conditions that exist will be summarized and
referenced, but will not be discussed in detail.

PES-TR??




How Difficult are SCV PSB Settings? |

SEL 400 Series SCV PSB Settings

B PSB Settings at remote ends of OST lines with SEL 400 series
relays need to be changed to use SCV to be compatible with SCV

OST settings

@ Xcel Energy*

B Only 3-settings will typically be needed: EOOS =Y1, O0SB1 =Y,

o0SB2=Y
B That’s it!!!

'EFile Edit View Communications Teols Windows Help Language

HEBRBIHAE 2B 00 % | eR | aB
s 0 Aliazes = = =
_ .- O Global Out-of-Step Tripping/Blocking
'E File Edit View Communications Tools Windows Help Language :8 gzzzﬁe{mom 00SB1 Block Zone 1
L ; . 5 3 = -, a-0 Setl ¥ + Select: Y, N
fgBJdHEHAE | 212 00 R | ¢F | 2B oS
- Line Configuration
. H 4 -0 Relay Configuration 00382 Block Zone 2
>0 Aliases M - Select: YN e & bho Phaze Distance Element Reach ¥ w Select: Y, N
oo Geba O Buad Phase Distance Element Reach
; : P A R i i 00383 Block Zone 3
s -1 Breaker Monitor ESOTFE Enable Switch-Onto-Fault O Phaze Dlstanc:? Element Time Delay ock Zone
4-0 Gowl || © Mho Ground Distance Element Reach N - Select: ¥, N
N - Select:¥, N 1 1 e @ Quad Ground Distance Element Reach
4.0 Set. O Zem-Sequence Compensation Factar 0CSE4 Block Zone 4

2 Line Configuration

4 - @ FRelay Configuration

2 Mho Phasze Distance Element Reach
2 CQuad Phaze Diztance Element Reach
2 Phaze Distance Element Time Delay
& Mhbo Ground Diztance Element Reach

|l DY

L TR T o RPN [ o8 S S,

[ R

EQOQS Enable Out-of-Step
Y1 ) - Select: Y, ¥1, M

ELOAD Enable Load Encroachment
¥ - Select: ¥, M

Ground Distance Element Time Delay
Series Compenzation

Distance Element Common Time Delay
Switch-Onto-Fault Scheme
Out-of-Step Tripping/Blocking

M w Select ¥, N

00SBS Block Zone 5

M Select: ¥, N



__ WhataboutSCVOSTSettings> |
SEL 400 Series SCV OST Settings

B SCV OST settings are a little more difficult

B In addition to PSB settings, 4-reactance and 4-resistance blinders
need to be set, EOOST = O (TOWO), 50ABCP =1.00

B The reactance and resistance blinders are set the same as the SEL
311 series blinders (described later)

B No timer settings are required!

‘EFiIe Edit View Communications Tools Windows Help Language

aGgBIHA

BE O ®

w 3 o f

4 -2 Relay Configuration

----- O Mho Phase Distance Element |
----- O DQuad Phase Distance Element
----- @ Phase Distance Element Time
----- O Mho Ground Distance Element
----- O Quad Ground Distance Elemer
----- O Zem-Sequence Compengation
----- O Ground Distance Element Time

O Aliases

> -0 Global
0 Breaker Monitor
[c]

i@ Line Configuration

4 - Relay Configuration

Mhio Phase Distance Element Reach
@ Quad Phase Distance Element Reach
0 Phase Distance Element Time Delay
@ Mho Ground Distance Element Reach
@ Quad Ground Distance Element Reach
@ Zero-Sequence Compensation Factor
@ Ground Distance Element Time Delay
o
o
s
[ ]

Series Compensation

Distance Element Comman Time Delay
Switch-Onta-Fault Scheme
Out-of-Step Tripping/Blacking

EFH& Edit View Communications Tools

Windows Help Language
R BEBJHA | 2 RE | 00 R @R ol B
-0 Alazes N + Select: ¥, N
> -2 Global
»~ O Breaker Moritor ESOTF Enable Switch-Cnto-Fault
AU Group 1 N + Select: ¥, N

40 Setl

! -2 Line Configuration

Relay Configuration

@ Mho Phase Distance Element Reach
@ Quad Phase Distance Elemernt Reach
& Phase Distance Element Time Delay
@ Mho Ground Distance Elemernt Reach

EQOS Enable Out-of-Step
¥1 w Select: Y, Y1, N

ELOAD Enable Load Encroachment
Y ~ Select: ¥, N

----- O Series Compensation

Out-of-Step Trippil‘lngIocking ----- & Distance Element Comman Tir

00581 Block Zone 1
¥ ~ Select: ¥, N

00582 Block Zone 2
Y - Select: ¥, N

00583 Block Zone 3
N - Select: ¥, N

00584 Block Zone 4
N ~ Select: ¥, N

00S85 Block Zone 5
N Select: ¥, N

coo000a

----- O Switch-Onto-Fault Scheme

----- @ Out-of-Step Tripping/Blocking
----- @ Load Encroachment

----- 0 Phase Instantaneous/D efinite-
----- & Residual Ground Instantaneou
----- O Megative Sequence Instantan:
----- 0 Selectable Operating Quantity
----- @ 81 Elements

----- O Under Voltage [27) Elements
----- O Over Voltage [59) Elements

----- O ZonedLevel Direction

----- 2 Directional Contral Element

----- & Pole Open Detection

----- & Trip Schemes

----- O Breaker 1 Failure Logic

----- O Breaker 2 Failure Logic

----- O Senchronizm Check

----- 2 Recloser, Manual Clozing and”
----- O Demand Metering

----- & Tiip Logic

& Pratection Logic 1

0 Graphical Logic 1

Group 2

Group 3

Group 4

Group 5

Group B

Automation Logic

Olutputs

@ Xcel Energy*

0SBD Qut-of-Step Block Time Delay {cyc)
1.125 Range = 0.500 to 8000.000

QSBLTCH Latch Out-of-Step Blocking
M Select: ¥, N

EQOST Out-of-Step Tripping
] » Select:N,I,0,C

OSTD Out-of-Step Trip Delay {cyc)
0.500 Range = 0.500 to 8000,000

¥1T7 Zone 7 Reactance -Top {ohms,sec)
24,10 Range = 0.05 to 96.00

¥1T& Zone & Reactance -Top {ohms,sec)
24,00 Range = 0.05 to 96.00

RiR7 Zone 7 Resistance -Right (ohms,sec)
7.40 Range = 0.05 to 70.00

RIR6 Zone & Resistance -Right {ohms,sec)
3.50 Range = 0.05 to 70.00

¥1B7 Zone 7Reactance Bottom {ohms,sec)
-24.10 Range = -96.00 to -0.05

¥1B5 Zone & Reactance Bottom {ohms,sec)
-24.00 Range = -96.00 to -0.05

R1L7 Zone 7Resistance Left (ohms,sec)
-7.40 Range = -70.00 to -0.05

R1L& Zone & Resistance Left (ohms,sec)
-3.50 Range = -70.00 to -0.05

50ABCP Positive-Sequence Current Supervision ()
1.00 Range = 1.00 to 100.00



Resistance is Futile, But not When Setting Power Swing Relays!

S-1386,M1P
S-1386,M2P

5-1386,008
5-1386,008

Q0s 7

-~ —
5 —

|

<

/
PXST_

DSTG+|

.
SEL 311/400 Series Blinder Settings

@ Xcel Energy*

B Set outer resistance blinders just inside the NERC PRC-023 load
region

B Start with conductor limit — use maximum power transfer if
conductor limit won’t work




Resistance is Futile, But not When Setting Power Swing Relays! _
. . . @ Xcel Energy*
SEL 311/400 Series Blinder Settings

B Set inner resistance blinders between 120 — 150 degree system
angle

» Use maximum generation profile, excluding adjacent wind
farms

» This ensures compliance with NERC PRC-026

B Set such that the calculated slip rate is at least 2.5 — 3.0 Hz with a
target of 3.0 Hz

B OST time delay target range is 2.0 — 2.5 cycles, with absolute
minimum of 1.75 cycles

Set outside zone 2 if possible

If not, set outside zone 1 if possible

If not, set at least double the calculated 3-phase, double arc fault
impedance




Resistance is Futile, But not When Setting Power Swing Relays! _
. . . @ Xcel Energy*
SEL 311/400 Series Blinder Settings

B Establish required blinder setting to achieve 3.0 Hz slip rate

HNERC PRC-026-1 Standard Compliance Support
Plot Power Swing Impedance Trajectories and Compute 51lip Rates Get SyStem source

———————————————————————————————————————————————————————————————————————— impedances by running CAPE

Distance element: 30375 DIST "0OS" Zone 7 PIot_Swmg_Curve macro
The protected branch is from 524623 DSTG_FX5T to 1907 PXS5T_D5TG, Ckt 2.

Local source impedance: 5.50543 + j 35.0778 Chms { 35.507 @ 8l.08 )
Eemote scurce impedance: 0.56343 + j 6.98161 Chms | 7.004 @ 85.39 )
Line impedance: 5.78586 + j 36.09%81 Chms { 36.557 @ 80.29 )
Total system impedance: 11.8547 + j 78.1555 Chms 79.04% @ 51.38 )

Convert source impedances to
amps to input into “Gene
Henneberg” spreadsheet

230,000 230,000
= 3,739.842 — 81.08 Amps Ip =
V3 -7.004,85.39°

I = 18,959.252 — 85.39 Amps

" \/3.35.507,81.08°




Resistance is Futile, But not When Setting Power Swing Relays!

SEL 311/400 Series Blinder Settings

@ Xcel Energy*

B Input line and source impedance data into OOS spreadsheet:

4 R
5 Frequency = 60 0.0
6 CT Ratio = 400 Warrington 11
7 PT Ratio = 2000 R1 1.2
8 V_base = 230 kW R2 0.2
E Weak Bus Equivalent Source Voltage Ratio = 0.70 per unit gf source or recepingbus 0.0
10 Target Minimum Swing Rate = 1800 ® [ sg#fnd trip or block Blackburn 11
" timated Minimum Actual Swing Rate = 50 second, block when QOS5 tripping is used R3 12
12 Z_base = R4 0.5
13 0.0
14 Line Impedance (ing + j XL in primary ohms_ g apparent line impedance if the NERC loadability rating method is R1.12a or R1.12b

15 Line RL+JX{ = 5786 36.096 Prighary 0 RL+jXL= 1.157 7.219 Secondary T

16 Line 2 36.557 80.89 MAG / ANGLE Line Z = 7.311 80.9 MAG / ANGLE

17 Minimum Inner 005 Left/Right Blinder Setting = 0.78 Secondary T

18

19 Single-Pole Tripping and Series Compensation Phase Impedance Element Pickup Time

20 Is the line single-pole tripped? N YN, SPT=1 Maximum SIR. = 0.97

21 Series Compensation = 0.0% of line reactance Maximum Impedance Element Pickup = 1.76 cycles
22 Minimum OSBD Timer = 2.25 cycles
23

24

25 System Equivalents and Transfer Inpedances. Fault duties are in primary amps fangle. Transfer impedances are in primary chms, R +j X.

26 (M) M aximum G S s Lt e S e ——

27 Source Bus Equivalent Receiving Bus Equivalent] Syste ansfer Impedance (input R + | Xin

28 f= 3739.84 -81.08 I f= 18959.25 -85.39 > T T+ xtr= 999999.000 999999.000 1414
29 Zf= 26-507 71 08 Zf= 7,004 BE 30" -4.01 ZL+Ztr= 200000957  200007.019 2828
30 Rf+ %= 1.101 7.016 Rf+ | Xf= 0.113 1.396 £ I = 1.1587 7.219

32 Weak Source (Behjefll) Bus Equivalent A System Transfer Impedance (input R + ] X in prima
33 (S) If= 3739.84 -81.08 Primary Amps Rtr + j¥tr= 999999.000 999999.000 1414
4 Primary T ZL+Ztr= 200000957  200007.019 2828
35 Rf+jXf= . . Secondary 0 T = 1.157 7.219

36 e ——— AN

37 Weak Receiving (Fo! d) Bus Equivalent (R) stem Transfer Impedance (input R + ] X in prima
38 (R} If= 18959.25 -85.39 Primary Amps T RirsNtr= 999999.000 999999.000

39 7.004 8 Primary T -4.01 ZL+ 2tr= 957 28

40 Rf + | Xf= 0.113 1.396 Secnndai 0 T = ‘1_15-7' 7.219



Resistance is Futile, But not When Setting Power Swing Relays!

@ Xcel Energy*

SEL 311/400 Series Blinder Settings

B At the bottom of the spreadsheet, make sure all angles in rows 228
and 230 are between 120 — 150 degrees

226 Out of Step Angles and Swing Rates
Maximum Generation,

System Intact, Sub-

227 Transient Xd"

228 Right inner Ma
229 Right outer Mag=
230' _I Left inner Ma
231 Left outer Max =
ng Rates

1m Generation,
1 Intact, Sub-
nt Xd"
Right inner Max =
Right outer Max =
Left inner Max =
Left outer Max =

10

Q0S5 Angles
1317

934

1328

941

System Intact Testing X Offset =0 Q

Degrees Calculated Weak Source Degrees Calculated Weak Receiving Degrees Calculated
Difference swing rate |, (Behind) Bus Difference swing rate S, (Forward) Bus Difference  swing rate R,
3 on the Graph (Intact) Equivalent 005 Angles ) on the Graph (Source) Equivalent Q08 Angles ) onthe Graph  (Receiving)
h ht Max = 38.3 1148 Right innerf5 = 130.2 ight 5 = 402 1205 Right innegh = 129.9 ight R = 402 1206
X Right outer§S = 90.1 Right oute§ R = 89.7]
132.8 eft Max = 38.6 1159 Left inner §= 131.0 Left S = 406 1217 Left innaNg = 1313 eft R= 406 1217
Inner Transit Angle = 96 Left outer S Inner Transit Angle = 99 Left outer X Inner Transit Angle = 99
System Intact Testing X Offset =00  Weak Source Degrees Calculated
Degrees Calculated (Behind) Bus Difference  swing rate S,
Difference swing rate |, Equivalent 005 Angles on the Graph (Source)
_ on the Graph (Intact) Right inner 5 = 130.2 Right 5 = 40.2 1205
Right Max = 383 1148 Right outer S = 90 1
o Mo = Y 1159 I[efftt mr:erg = 13;3 LeﬁlS = - a.itUAE — 15;?
Inner Transit Angle = 96 Sl outer= = - nner fransit Angle =
Weak Receiving Degrees Calculated
(Forward) Bus Difference  swing rate R,
Equivalent 005 Angles on the Graph  {Receiving)
Right inner R = 125.9) RightR= 40.2 1206
Right outer R = 897
Left inner R = 131.3 Left R = 40.6 1217
Left outer R = 90.8 Inner Transit Angle = 99




Resistance is Futile, But not

When Setting Power Swing Relays!

SEL 311/400 Series Blinder Settings

B At the bottom of the spreadsheet, make sure all angles in rows 228
and 230 are between 120 — 150 degrees

B Check that cell E237 slip rate is at least 1080 degrees per second

(1080/360 = 3 Hz)
B If not, override the OSTD

to 2.00 cycles

233 SEL Transmission Relay (321, 311, 421, 411L) Out-of-Step Timers and Related . .
234 Out of Step Timer = 003750 __ second Swi ng rate too low, so override
235 Relay: SEL 311 2.250 cycles .

25 OSTD Trip Timer _isfieblt OSTD timer to 2.00 cycles
237 Minimum Out of Step Swing Rat

238 0OSBD Block Timer = C1.000 cycles {

239 0SB Unblocked for 3-phase fault, UBOSBD = 0.500 cycles (

240 Minimum or User UBOSBF (Blackburn/Warrington) = 2.00 2.0

241 Maximum safe UBOSBF multiplier value = 7 7

242 (-) sequence (3l;) detects unbalanced faults, 50Q1P = 50QUBP = 1.00 <= 50AE

243 User Unblock Delay for unbalanced faults, 67Q1D = UBD range 5.750 11.

244 Actual Out of Step Blocking Swing Rate = 50.0 °/ secol

233 SEL Transmission Relay (321, 311, 421, 411L) Out-of-Step Timers and Related Settings

@ Xcel Energy*

234 Out of Step Timer = 0.03750 second Based on minimum of all Swing Characteristics

235 Relay: SEL 311 2.250 cycles User Over-ride OSTD)
236 QSTD Trip Timer = 2.000 cycles = 0.03333 second Trip/Block Timer = 2.00

237 Minimum Out of Step Swing Rate = 1148.0 @/ second (trip or block applications) Calculated swing rate below the desired swing rate. (cycles
238 OSBD Block Timer = 72.000 cycles (blocking time is effectively limited by the maximum unblock timer

239 0SB Unblocked for 3-phase fault, UBOSBD = 0.500 cycles (adaptive relay setting) Blackburn Warrington User Over-ride UBOSBF
240 Minimum or User UBOSBF (Blackbum/\Warrington) = 2.00 2.00 Outside Arc Resistance = 0.439 o Q UBOSBF Multiplier = 2.00

241 Maximum safe UBOSBF multiplier value = 6 6 Inside Inner Blinder = 253 2.53 Q (1-10)
242 (-} sequence (3l2) detects unbalanced faults, 50Q1P = 50QUBP = 1.00 <= h0ABC or use lower value from L-L and L-G fault study Minimum 3-@ UB Time = 10.250
243 User Unblock Delay for unbalanced faults, 67Q10 = UBD range 5.250 10.25 cycles, range between minimum and match the UBOSBF timer

244 Actual Out of Step Blocking Swing Rate = 56.3 °/ second (blocking only for QOS Trip applications)

11




Resistance is Futile, But not When Setting Power Swing Relays!

SEL 311/400 Series Blinder Settings

B In CAPE, run plot_faults_with_arc_resistance macro

E"ﬁ Plot Faults with Arc Resistance. Evaluate Arc Impedance Coverage in Expanded Mho Characteristics.

Pl X

Please enter requested information.

@ Xcel Energy*

1: Select the DIST element using Mho characteristic

|3"_'|3'?5 DIST "M2p™ "2"

+ Modify Selection | = Remove Selection

2: Length of the Arc {(maximum phase-phase spacing
between adjacent phases in still air)

Range: 0.01-60 step 0.01

Value: [17.5 Units: |Feet -

3: Select the formula to calculate arc resistance:
" Warrington
& Westinghouse
" Terzija
4: If using Warrington formula, enter variation in the
arc length due to cross winds and duration

Range: 0-1000 step 0.1

Value: |0 Units: |Feet -

5: Ifusing Westinghouse formula, enter arc expansion
multiplier:

Range: 1-2 step 0.01

Value: |2

T: Arc fault type:
* Double-arc fault (A-B and B-C)
" Triple-arc fault (A-B, B-C, and C-A)
" Three-phase-ground fault
" Line-to-line fault (A-B)
" Single-line-ground fault (&-G)
8: Sliding arc faults or single arc fault?
= Sliding arc faults (if selecting this option, please
specify step length in Question#10)
~ Single arc fault (if selecting this option, please provide
fault location in Question#11)
9: If applying sliding arc faults, specify step
percentage of the sliding arc faults

Range: 4-20 step1

Value: |4 Units: |% -

10: If applying single arc fault, please specify fault
location:

Range: 0.1-99.9 step 0.01

Value: |50 Units: |Percent -

11: Open the remote breakers?

+ Mo
@: W using Terzija formula, select the ™ Yes
values/expression for the arc voltage gradient Ea:
&+ Ea=1200 (Vim)= 365.76 (\Vifoot)
" Ea= 1500 (Vim) = 457 20 (\ifoot)
" Ea =950+ 5000/ (Vim) = 289.56 + 1524 (Vifoot)
" Ok | X Cancel ‘

Coordinate Units  |Feet A

[ ﬁéf' Tower Design: Query ﬁ
I4|4|D|>I|+|—|A|/|x|l"| Copy Record | Close | |
Tower ID Tag: 66
Design Title |S'I'ANDARD WOOD 85 pole 230 kV H-FRAME for 795 or 954
Max. Design Voltage  |230 KV

1« o2
Phase Conductor Coordinates
Position |X Y |
1 T 57.50 / \
2 0.00 66.50 1 3
3 15.00 57.50

Add Position | Delete Position |

Neutral Conductor Coordinates

Position [X Y |
1 75.50
2 10.50 | 7550

Add Position | Delete Position |

Show Where Tower is Used |

Print

12




Resistance is Futile, But not When Setting Power Swing Relays! _
. . . @ Xcel Energy*
SEL 311/400 Series Blinder Settings

B In CAPE, run plot_faults_with_arc_resistance macro

B Make sure that the arcing zone doesn’t come close to the inner
resistance blinder!

1807 F'XBT_

1332

13276

524823 D,




Reactance Blinders — To Infinity, and Beyond??? _
. . . @ Xcel Energy*
SEL 311/400 Series Blinder Settings

B Start at the end that has the weakest (largest) source impedance
and weaken the system to the worst case single or double loop
feed (this will typically be the worst case), but at very least worst N-
2 condition (at the voltage level of OST relay)

If at a power plant, consider all generation OUT as N-0
Do the same for the other end
Use Plot_Swing_Curve macro in CAPE coordination graphics

Set reactance blinders far enough north and south so that under
extreme weak source, the entire power swing corridor will go
through all four resistance blinders (using maximum generation)
with ample margin (at least 2 — 3 ohms secondary) for worst case
system conditions

Set top and bottom inner reactance blinders to mirror each other

Set the outer top and bottom reactance blinders to inner +/- 0.1
ohms (secondary)

14



Reactance Blinders — To Infinity, and Beyond??? _

SEL 311/400 Series Blinder Settings

@ Xcel Energy*

B Reactance blinder settings example — Deaf Smith to Plant X 230 kV:

Strong source

1807 szr_

Start at the weak source

89.6792




Reactance Blinders — To Infinity, and Beyond??? |
. . . @ Xcel Energy*
SEL 311/400 Series Blinder Settings

B Reactance blinder settings example — Deaf Smith to Plant X 230 kV:

WATERFIELD

CANYON W

Tie Texas South to Texas
North via K21 and W40
since only one 230 kV line




______ReactanceBlinders —Tolnfinity, and Beyond??2 |
SEL 311/400 Series Blinder Settings

B Reactance blinder settings example — Deaf Smith to Plant X 230 kV:

T63, Deaf Smith to MNE Hereford

@ Xcel Energy*

DEAF SMITH (SPS)

224622 DETG_115KW

W41, Deaf Smith to Hereford

W51, Deaf Smith to Hereford

524620 DSTG_TRO1_T

=

52453

L
P
g=

524521 DSTG_TH

2K30

PR
ZKA50 2K20

.o

T 5HS5

-]

2HB0

W40, Deaf Smith to Panda

z T

(L2 MsdS) HLIWS 3oL —

K11, Deaf Smith to Bus

hland

2K145

17

K21, Deaf Smith to Plant X

T4, Deaf Smith to Castro County




_______ReactanceBlinders—Tolnfinity, and Beyond?e2 |
. . . @XcelEnergy‘
SEL 311/400 Series Blinder Settings

B Reactance blinder settings example — Deaf Smith to Plant X 230 kV:

60—+

Ensure that the entire power
swing corridor passes through
all four resistance blinders with

ample margin

Margin should be at least 2 — 3 ohms secondary
(10 — 15 ohms primary, in this example)

18




Reactance Blinders — To Infinity, and Beyond???

SEL 311/400 Series Blinder Settings

B Reactance blinder settings example — Deaf Smith to Plant X 230 kV:

HART ™S
i
N
BATLEY -

KRESS
i

@ XcelEnergy*

L \ TOLK
o

Multiple 230 kV lines so
no need to radialize with
the 115 kV system




______ReactanceBlinders —Tolnfinity, and Beyond??2 |
. . . @ Xcel Energy*
SEL 311/400 Series Blinder Settings

B Reactance blinder settings example — Deaf Smith to Plant X 230 kV:
B Weak source is the 230/115 kV auto at Plant X

THREEE_FHASE at bus "1903 PEST_230KV"

Substation PLANT X STATIOH (SPS) Area 526 SPS Zone 1505 SPS-CHPL
Bus= 1903 PEST_230KY LF Ba=e k¥ 230.00 Ph-Fh ( 132.79 @0 deg A-Gnd) Prefault 1.000 ¥ {p.u.) m 0.00
+ =eg — =eqg 0 =zeq » 3o A phase E pha=e C phase

Yoltage (p.u » 0.00000 @ 0.0 .oooono @ .ooooo @ 0.0 | 0O.00000 @

2 1] 0.0 1] 1] 0.ooo00 @ 0.0 0.00000 @
Voltage (kV) Ph-Gnd > 0.00000 @ 0.o 0.00000 @ 0.0 o.o0o000 @ 0.0 | 0O.00000 @ 0.

0.o0o000 @ 0.o 0.oo0000 @

oo
oo
oo

Thewvenin (R, X){(p.u.)> 0.00106,.0.01189 0.00135.0.011%96 0.00205,0.01416
Thevenin (R, EX)(Ohms)> 0.56112.6.28830 0.71177.6.32469 1.08603.7.49080

Fault Currents (Amps):> 21033.5 @ -84.9 0.00000 @ 0.0 o.oooo00 @ D.0 | 21033.5 @ -84 .9 21033.5 @ 155.1 21033.5 @ 35.1

Line Currents (Amp=) total from »
DEAF SMITH (SP5) Line: FXST DSTG K21 230KV

524623 DSTG_PEST 2 1el0.50 @ —-81.¢6 0.00000 @ 0.0 o.o0o000 @ 0.0 | 1610.50 @ —81.6 1610.50 @ 153 .4 1610.50 @ 38.4
NEWHART (SPS) Line: HNEHT PHST_K91_ 230KV

407 NEHT_PXST 2 2131.32 @ —-gz2.1 0.00000 @ 0.0 o.o0o000 @ .o | 2131.32 @ -82.1 2131.32 @ 157.9 2131.32 @ 37.8
SUNDOWH (SPS) Line: PEST_SHDW_Kdc_230KY

1738 SHDU_PHST 2 2107 .06 @ 82 .4 0.00000 @ 0.0 o.ooo000 @ 0.0 | 2107.06 @ —-B2 .4 2107 .06 @ 157 .6 2107 .06 @ 37.6
TOLK STATION (SPS) Line: TKST_PEST_K45_ 230KV, THEST_PEST_K27_230KV

1301 TKST_PXEST 2 5317.85 @ -85 .8 0.00000 @ 0.0 0.o0o000 @ 0.0 | 5317.85 @ —86.8 5317.85 @ 153.2 £317.85 @ 33.2

1796 TKST_PHEST 1 5528.71 @ -g§2.8 0.o0o0000 @ 0.0 o.oooo00 @ D.0 | 5528.71 @ —-B2.8 5528.71 @ 157.2 ER28.71 @ 37.2

H-Circuit Transformer Terminal Current= (Amp=) total from »
PLANT X STATION (SFS): GENO4 Bus 1910 Ckt 1 Tap 230.00 LV @0 # 1.0 @0 Solidly grounded
Windings at 1910 PEST_GENO4_H H ¥ 230.0kV @ 0 deg
525494 PEST GEHO4 E D 19 .00kV @ -30 deg
Wdg H Connection ¥ 2428 .90 @ —§9.1 0.00000 @ 0.0 0.0o0000 @ 0.0 | 2428.90 @ —-89.1 2428.90 @ 150.9 2428 .90 @ 30.9

PLANT X STATION (SPS): TRO1 Bus 1901 Ckt 1 Tap 230.00 LV @0 * 1.0 @0 Solidly grounded
Windings at 1901 FPXST_BANK1_H H & 230.0kV @ 0 deg
1282 PEST _TRO1_H X A 115.0kV @ 0 deg
525479 PEST TRO1_T ¥ D 13 20kV @ -30 deg
Wdg H Connection A 1934 .25 @ —£88.8 0.00000 @ 0.0 0.0o0000 @ 0.0 | 1934.25 @ —88.8 1934.25 @ 151.2 1934 25 @ 31.2
Autotranzformer Current (3I0 A ground to neutral) 0.000000 @ 0.0

20



Reactance Blinders — To Infinity, and Beyond??? _

SEL 311/400 Series Blinder Settings @™

B Reactance blinder settings example — Deaf Smith to Plant X 230 kV:
B Outage all generation and 230 kV lines, except line to Deaf Smith
B Run Plot_Swing_ Curve macro to see if blinder settings are OK

PLANT X STATION (SPS} 37, Plant X to Earth Intg KJ1, Plant X to Newhart

=
3]
R
— —a-
=
3
g
£
-—I—-—(-'T\]

525491 PXST_GEND1 525480 PXST_GEND1_H  yqps

IE_.—I_____-@____I;. - 1 l
2341 PXST_012KV X306 3589 PXST_D2KV g5 525479 PXST_TRO1_T
2343 PXST_FDRX320 J. 248V
[= . @ o—u-| Mo X931 ®—u
2342 PXST_FDRX310 l
I_. = X810 X95!
J_ X815
«—l

X938 w527 X841 WK15  S25481 PHST_Z30KV
—0—.—0—.—0—.—0—.41

H2o404 SUST_GENO4

T—

o

XK04 K21, Plant X to Deaf Smith

shoe Valley

K45, Plant X to Sundown

K27, Plant X to Tolk K45, Plant X to Tolk

Lam|
Hale

21




______ReactanceBlinders —Tolnfinity, and Beyond??2 |
SEL 311/400 Series Blinder Settings

B Reactance blinder settings example — Deaf Smith to Plant X 230 kV:

16—

@ Xcel Energy*

i 534 Power Swing Curve M

The relay line has local and remote source EMFs E2 and E1. The plot shows apparent
impedance as arg(E2/E1) varies

1. Selecta DIST el t
30375 DIST "0O05™ "7

+ Modify Selection = Remove Selection
- 2: Plot limit: Radius/System Line e ) D)
Range: 0.01-99 _jJ Plot Swing Curve ﬂ
Value: |2 User to input the source EMF magnitudes manually
- 3: Source impedance lines in plot - 1: Enter the local bus source EMF magnitude (p.u.)
* Show Range: 001-10
" Hide |7|—
- 4: Base case with equal EMFs, or detailed options below &
& Equal EMFs (flat profile) - 2: Enter the remote bus source EMF magnitude (p.u.)
|l ¢ Detailed load flow solutions Range: 0.01-10
!Il-5: sending-end and receivi g-end source voltage magnitudes Value: |1
Il Equal
" Unequal (prefault voltages with load) -3¢ Show the equal-EMF and inverse-EMF-ratio swing trajetories for reference?
i Manually input the source voltage magnitudes * Show
6: The parallel transfer impedance branch: || Hide
% |gnore the transfer impedance
" Considerthe transfer impedance " Ok | X Cancel |
- 7. Line-charging current

s Ignore

" Include in relay

- 8 Mark the 60/90/120 deg angles on the swing curve?
* No

" Yes

- 9: Mark a custom angle on the swing wwe?lfnot,lemitas-lm.—‘
Range: -180-180

e .| Reactance Blinder setting are OK!

" Addtothe plot |

@ Redraw the curves

11: Plot phasor apparent impedance computed from COMTRADE file?
~ NO

" YES

X Cancel |




Keeping our OST Settings Secure!!! _

@ Xcel Energy*

SEL 311 Current Supervision Settings

B 50Q2P - Typically set to 1 amp secondary if CTR is at least 240:1

» Must be set sensitive enough to pick up for a phase-to-phase
fault that is seen by the reactance blinders at the end of their
reach

B 50G4P - Typically set to 1 amp secondary if CTR is at least 240:1

» Must be set sensitive enough to pick up for a SLG fault that is
seen by the reactance blinders at the end of their reach

23




Keeping our OST Settings Secure!!! _

@ Xcel Energy*

SEL 311 Current Supervision Settings

B 50Q2P Check for LL fault at Plant X 230 kV bus

_jJ Phasors At: LINE (524623 DSTG_PXST)-(1907 PXST_DSTG) ckt:2

5[l = alsk sl

o Refresh | Hide Details | Close | Change Locationl

Display Units IPhysicaI - I

Ref. Phase for Seq. Qty PhaseA ~| [  PlotAngles Only

ce Phasor
| Local | jva | (Unrotated angle = -0.430593)
[v Show Voltage Phasors v Show Impedance Phasors
[v Show Current Phasors v Show S (Power) Phasors
i Use branch k0 (=0.7284 @ -7.143)  Use custom k0 |1 @ [0
=0

Display |Phamr | Mag. |Ang. | Scaling | Rotate | -
YES VA 133122 0.00 1 0 B
Yes VB 83.9605 -142.62 1 0
Yes VC 83.7076 142.49 1 0
Ho V1 95.9877 -0.05 1 0
No V2 37.1346 0.14 1 0
No Vo 0 0.00 1 0 H —
No VBVC 101.937 -90.18 1 0 7
No VCVA 205.931 165.67 1 0 S e CO n d a ry
Yes 1A 15.6202 31.09 1 )
Yes 1B 1401.47 -170.95 0
Yes IC 1386.99 a8 1 0
No z 42 >l 1 0
No 98.41 1 0

24 No 0.00 1 0
No IFA 0 0.00 1 0




____ Keepingour OST SettingsSecurei! |
SEL 311 Current Supervision Settings

@ Xcel Energy*

B 50Q2P Check for LL fault at Bushland 230 kV bus:

‘_"34 Phasors At: LINE (524623 DSTG_PXST)-(1907 PXST_DSTG) ckt:2

120

0
1275
15549
1283 ks
1907 FXSf_O
1126,
50.
z1U

149.495 122.362

124 676

123.091

25

(o)

{"'Refresh

Hide Details | Close | CIlangeLocationl

olal = (da[ak]s]

Display Units

Ref. Phase for Seq. Qty Phase A

IPhysica\ -l

~| [ Plot Angles Only

ce Phasor

=

fLocal

| (Unrotated angle = -0.15078)

[v Show Voltage Phasors
v Show Current Phasors

|+ Show Impedance Phasors
|w Show S (Power) Phasors

12 is 760/240 = 3.16 amps
secondary
Setting of 1 — 2 amps OK

f+ Use branch k0 (=0.7284 @ -7.143) " Use custom k0 1 0

Display Phasor | Mag. |Ang. ucaling |Rotate | o
: VA 132835 0.00 1 0 L4

Yes VB 83.6176 -141.93 1 0

Yes vC 84,5483 142.42 1 0

No V1 96.1868 0.20 1 0

Ho V2 36.6501 -0.53 1 0

No Vo 0 0.00 1 0

No VA-VB 205.245 14.5 1 0

Ho VB-VC 103.129 1 0

No VC-VA 206.386 1 0

Yes 1A 216315 X 1 0

Yes 1B 1319.19 53 1 1]

Yes IC 1317.47 A72.41 1 0

Ho 8 a8 97.62 1 0

No 760.479 8251 1 0

No 0.00 1 ]

Ho IFA 0 0.00 1 0 i




Keeping our OST Settings Secure!!! _

@ Xcel Energy*

SEL 311 Current Supervision Settings

B 50G4P Check for LG fault at Plant X 230 kV bus

_jJ Phasors At: LINE (524623 DSTG_PXST)-(1907 PXST_DSTG) ckt:2

80—
= A4
E X =]
= VA
B Cal
20— VB
[m]
VC
]
1A
_—
1B
IC
270
= Hide Details | Close | Change Location |
Display Units |Pnysica| -|
— Ref. Phase for Seq. Qty PhaseA ~| [ PlotAngles Only
e i is 1031/240 = 4.30
|Loca| | |\m | (unrotated angle =-1.57374) 3IO IS 4 - 4
amps secondary
P [ Show Voltage Phasors [ Show Impedance Phasors
155 slisd 12235 | v Show Current Phasors v Show S (Power) Phasors
> S @ Usebranch k0 (07284 @ 7.143)  Usecustomko |1 @0 /
1907 124878
~128. 3
- 5.
123.081
z-: | Display Phasor |Mag. |Ang. |$caling |Rolgé |:
2 VA 76.7341 0.00 1 ) |
Yes VB 127.393 113.30 1 0
- Yes Ve 126.229 116.15 1 0
+ @ No Vi 109.754 111 1 0
No V2 23.2568 A77.79 1 0
No Vo 9.83752 172.80 0
No VAVB 17277 12,63 1 0
No VBVC 230.376 88,69 1 0
No VCVA 174.24 139.44 1 0
Yes A 135177 78.64 1 0
Yes 1B 153.25 1 0
Yes 168.585 1 0
1 0
1 0
1 0
0




Keeping our OST Settings Secure!!! _

@ Xcel Energy*

SEL 311 Current Supervision Settings

B 50G4P Check for LG fault at Bushland 230 kV bus:

4 Phasors At: LINE (524623 DSTG_PXST)-(1907 PXST_DSTG) ckt:2 (eS|
e —
o]
VA
[a]
VB
[m]
VC
¥
1A
1B
IC
Hide Details | Close | Change Location |
Display Units IPhysica\ vl
Ref. Phase for Seq. Qty PhaseA  ~| [ [PlotAngles Only 3'0 IS 326/240 = 1 _36
ce Flasor
W foca  ~||va _v| (unrotated angle =-1.08698) y ampS Secondary
& v Show Voltage Phasors v Show Impedance Phasors Settlng Of 1 amp OK
[v Show Current Phasors v Show S (Power) Phasors
& Use branch ko (=0.7284 @ -7.143) ( Use custom k0 1 @ o
Display Phasor |mag. Ang. |scaing_/[Rotate |+
: VA 74.1648 0.00 1 0 L4
Yes VB 129.95 11547 1 0
Yes vC 127.613 117.98 1 0
No Vi 110.431 1.00 0
No V2 22.3888 179.02 ( 0
No VO 13.9492 17365 1 0
No VAVB 175.146 42.06 1 0
No VBVC 230.05 89.01 1 0
No VCVA 175.119 139.94 1 0
Yes T 1036.9 100.36 1 0
Yes 1B 357.834 8410 1 0
e Yes Ic 350.724 da.31 1 0
No " 465.367 99.13 1 0
27 No | &5 99.00 1 0
YT No 109.91 1 0
No IFA 0 0.00 1 0
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SEL 311 Settings Summary

B SEL-311 Logic and Timer Settings:

Logic Madification version 2.3 to Conventional 0SS Settings (FOR SEL-311C)

]
IT11 SV13PU —Pickup set to 0 cycles
- SV13PU 005 Trip SV13D0 — Timer to allow SV13 to sat asserted 2 cycles

SW12PU —set to 0 cycles L
SW12D0 —Set to 0 cycles

@ TRIF

M1P

—T'sV14PU —Set to 0 cycles.
SV14D0 — Set to 0 cycles

MZPT

Z
SW1SPU — Q0S trip timer expired while in X6ABC with no
fault condition. Used to set QOS trip and block zone 1 SV16PU —Set to 40 cycles
and 2 from tripping. Set to 2 cycles, SW16D0 — Set to 0 cycles
SW15D0 —Set to 0.5 cycles

*0SBD set to minimum (0.5)
*0STD set to minumum (1.0)

28




And Now, The Rest of the Story

SEL 311 Settings Summary

B SEL-311 RDB Supervisor Settings:

Negative-Sequence Overcurrent Elements

Residual Ground Overcurrent Elements

Residual Ground Overcurrent Element Settings

able Residual Ground Overcurrent Elements
~ Select: M, 1-4

Residual Ground Instantaneous Overcurrent Elements

50G1P Level 1 {(Amps secondary in 0.01 increments)
OFF Range = 0.050 to 100,000, OFF

50G2F Level 2 (Amps secondary in 0.01 increments)
OFF Range = 0.050 to 100,000, OFF

50G3P Level 3 (Amps secondary in 0.01 increments)
QFF Range = 0.050 to 100.000, OFF

50G4F\Level 4 (Amps secondary in 0.01 increments)
1,000 Range = 0.050 to 100,000, OFF

Residual Ground Definite-Time Overcurrent Elements
67G1D Level 1 (cydes in 0.25 increments)
0.00 Range = 0.00 to 16000.00

67G2D Level 2 (cydes in 0.25 increments)
0.00 Range = 0.00 to 16000.00

67G3D Level 3 (cydes in 0.25 increments)
0,00 Range = 0.00 to 16000.00

40) Level 4 (cydes in 0.25 increments)
Range = 0.00 to 16000.00

29

Negative-Sequence Overcurrent Element Settings

able Negative-Sequence Overcurrent Elements

- Select: M, 1-4

@ Xcel Energy*

Negative-Sequence Instantaneous Overcurrent Elements

S0Q1P Level 1 (Amps secondary)
1.00 Range =0.25 to 100,00, OFF

50Q2P Yevel 2 (Amps secondary)
1.00 Range =0.25 to 100,00, OFF

50Q3P Level 3 (Amps secondary)
OFF Range = 0.25 to 100.00, OFF

5004F Level 4 (Amps secondary)
OFF Range =0.25 to 100,00, OFF

Negative-Sequence Definite-Time Overcurrent Elements

67010 Level 1 (cydes in 0.25 increments)
0.00 Range = 0.00 to 16000,00

67Q2D\Level 2 {cycles in 0.25 increments)
0.00 Range = 0.00 to 16000,00

67030 Level 3 {cycles in 0.25 increments)
0.00 Range = 0.00 to 16000,00

67040 Level 4 {cydes in 0.25 increments)
0.00 Range = 0.00 to 16000,00
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SEL 311 Settings Summary

B SEL-311 RDB Out-of-Step Settings:
Out-of-Step Settings

Out-of-Step Element Settings A|Ways set to “N” because we now X1T5 Out-of§tep Zone 5 Reactive - Top (Ohms secondary)
ECOS Enable Qut-of-Step Elements have Customized PSB | Range = 0,05 to 96.00
¥ - Select: ¥, M _

p Zone & Resistive - Right {Ohms secondary)
Range = 0.05 to 70.00

Set per preViOUS SlideS; WI” R1R5 Out-of-Stfp Zone 5 Resistive - Right (Ohms secondary)
change for each location \ 3.50 Range = 0.05 to 7000

%166 Out-of-Stdp Zone & Reactive - Bottom (Ohms secondary)
| Range = -95.00 to -0.05

DOSB1 Block Zome 1
M ~ Select: ¥, N

005B2 Block Zone 2
M w Select: ¥, N

Always set to minimum value to

00SB3 Block Zone 3 allow fastest operation of UBOSB
N v Select: ¥, N

%185 Out-of-S¥ep Zone 5 Reactive - Bottom {(Ohms secondary)
/' Range = -96.00 to -0.05

R1l6 Out-offtep Zone & Resistive - Left (Ohms secondary)
Range = -70.00 to -0.05

005B4 Block Zone 4
M

0SBD Nut-pE#t=p Block Time Delay (cydles ip#7 25 increments)
1.00 Range = 0.50 tg 00,00
Set to calculated value on OOS

Always set to 1.00 for sensitivity

f-Step Zone 5 Resistive - Left (Ohms secondary)
Range = -70.00 to -0.05

Spreadsheet \ ut-of-Step Positive Sequence Current Supervision {Amps secondary)
1.00 Range = 1.00 to 100,00
6t-5tep Trip Delay (cydes in 0.25 increments) AlwayS set to 2 PER SEL UBD NMNg.-5eq. Current Unblock Delay {cydes in 0.25 increments)
Range = 0.50 to 000,00 B &.00 Range = 0.50 to 120,00
recommendation

UBOSBF Yut-of-Step Angle Change Unblodk Rate
2.00 Range = 1.00 to 10.00

Always set to “O” because TOWO
is less likely to damage breaker

30



And Now, The RestoftheStoryt! |
. @ Xcel Energy*
SEL 311 Settings Summary

B SEL-311 RDB SV Timer Settings: SELogic Variable Timers

SELogic Variable Timer Settings

m
Make sure ALL 16 are enabled!!! L ogic Variable Timers Enables
- GSelect: M, 1-16

SW10PU SV 10 Timer Pickup (cydes in 0,25 increments)
0.00 Range = 0,00 to 18000.00

SW11PU SV 11 Timer Pickup (cydes in 0,25 increments)
0.00 Range = 0,00 to 18000.00

SW12PUNSY 12 Timer Pickup (cydes in 0,25 increments)
0.00 Range = 0,00 to 18000.00

SW13PUNGY 13 Timer Pickup (cydes in 0,25 increments)
0.00 Range = 0,00 to 16000.00
SW14PUNGY 14 Timer Pickup (cydes in 0,25 increments)
0.00 Range = 0,00 to 16000.00
SW15PUNGY 15 Timer Pickup (cydes in 0,25 increments)
2,00 Range = 0,00 to 16000.00

SW16PUNGY 16 Timer Pickup (cydes in 0,25 increments)
31 40.00 Range = 0,00 to 16000.00

SV10DO SV10 Timer Dropout (cydes in 0.25 increments)
0.00 Range = 0.00 to 16000.00

SV11DO 5V11 Timer Dropout (cydes in 0.25 increments)
0.00 Range = 0.00 to 16000.00

SV12DONGV 12 Timer Dropout (cydes in 0,25 increments)
0.00 Range = 0.00 to 16000.00

SV13D0 V13 Timer Dropout (cydes in 0.25 increments)
2,00 Range = 0.00 to 16000,00

SV14DO0 eV 14 Timer Dropout (cydes in 0,25 increments)
.00 Range = 0.00 to 16000,00

SV15D0 YV 15 Timer Dropout (cydes in 0.25 increments)
0,50 Range = 0.00 to 16000,00

SV1600 V16 Timer Dropout (cydes in 0.25 increments)
0,00 Range = 0.00 to 16000,00
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SEL 311 Settings Summary

B SEL-311 RDB SV Variable Input Equation Settings:

SELogic Variable Timer Input Equations

SELogic Control Equation Variables
SW10 SELogic Control Equation Variable 10 (SELogic)
a

SW11 SELegic Control Equation Variable 11 (SELogic)
a

SW12 SELogic Control Equation Variable 12 (SELogic)
32QF +5002+50G4-+HIBOSE

SW13 SELogic Control Equation Variable 13 (SELogic)
LT11

SV14 SELogic Control Equation Variable 14 (SELogic)
{M1P+M2PT)*(XSABC +32QF)

SW15 SELogic Control Equation Variable 15 (SELogic)
XEABCISV12*1%5AEC

SV16 SELogic Control Equation Variable 16 (SELogic)
KSABC

(0 (0 (0 R 0 T 0 A (10 R (W
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SEL 311 Settings Summary

B SEL-311 RDB Latch Bit Settings:

33

Latch Bits Set/Reset

Latch Bits Set/Reset Equations

SET10 SetLatch Bit 10 Equation (SELogic)
SW15T

SET11 SetLatch Bit 11 Equation (SELogic)
LT10*X5ABC

SET12 SetLatch Bit 12 Equation (SELogic)
0

SET13 SetLatch Bit 13 Equation (SELogic)
0

SET14 SetLatch Bit 14 Equation (SELogic)
0

SET15 SetLatch Bit 15 Equation (SELogic)
0

SET16 SetLatch Bit 16 Equation (SELogic)
0

(-]

D D O O O o

RST10 Reset Latch Bit 10 Equation (SELogic)
IXGABC+5V1IT+5V 16T

R5T11 Reset Latch Bit 11 Equation (SELogic)
IXGABC

R5T12 Reset Latch Bit 12 Equation (SELogic)
0

R5T13 Reset Latch Bit 13 Equation (SELogic)
0

R5T14 Reset Latch Bit 14 Equation (SELogic)
0

RST15 Reset Latch Bit 15 Equation (SELogic)
0

R5T16 ResetLatch Bit 16 Equation (SELogic)
0

(I 0 (1 R 0 T 0 A (1 R (W

@ Xcel Energy*
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SEL 311 Settings Summary

B SEL-311 RDB Trip Equation Settings: Trip/Communication-Assisted Trip Logic

Trip Logic Equations
TR Other Trip Conditions Equation (SELogic)
(SV14T=ILT10) HEV 13T X6 ABC) HMAPTHZ 16 +Z 2GT+51GT+6 7P ZT (=]

TRQUAL Qualified Trip Equation (SELogic)

0 [
TRCOMM Communications-Assisted Trip Conditions Equation (SELogic)

0

LT11 .H

s SV13PU 00S Trip

XBABC

(

SVi1z2

o SWV1SPU @
UBOSE - _/@ © LT10

320F 1 s 4]j_>
R

SV1ePU
]

XSABC

. d

L

M1P

D—‘—

|

I f P
" >
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Questions???




@ Xcel Energy-
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ORGANIZATION www.MRO.net

651-855-1760

AGENDA 8
Misoperations
c. Project Updates
i. Instantaneous Ground Overcurrent

Jake Bernhagen, PRS Technical Liaison

Action
Information

Report
Jake Bernhagen will provide an overview during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management

RESULTS
Reliablity Performance
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AGENDA 9

MRO 2022 Regional Risk Assessment

John Seidel, Principal Technical Advisor

Action
Information

Report
John Seidel will provide an overview during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management

RESULTS
Reliablity Performance



MIDWEST RELIABILITY
ORGANIZATION

Top Reliability Risks

Uncertainty of Winter Planning
Reserve Margins

Analyses of recent system events indicate that actual sys-
tem conditions can and have exceeded forecast winter
reserve margins, particularly during cold weather condi-
tions in the south central U.S.

Generation Availability During
Severe Cold Weather

Generation availability assumed during cold weather in
the southern U.S. has been shown to be unrealistically
high due to a lack of generator winterization and natural
gas curtailments.

Lack of Energy Assurance Assessments

The rapidly changing resource mix requires rethinking the
way in which generating capacity, energy supply, and load
serving needs are studied. Energy assurance will need to
be accurately assessed for all hours of the year with in-
creasing reliance on wind and solar as a fuel source.

Bulk Power System Modeling Accuracy

The rapid increase in inverter-based resources, along with
the changing characteristics and magnitude of load re-
lated to distributed energy resources (DER), is challenging
current bulk power models.

Top risks to the reliable and secure operation of the North American bulk power system in MRQO's regional footprint.

Top Security Risks

Supply Chain Compromise

The risk of a cybersecurity event carried out
through the vendor supply chain and possibly
impacting reliability of the bulk power system re-
mains high.

Insider Threats

The threat of an employee or a contractor using
authorized access, wittingly or unwittingly, to do
harm to the security of the bulk power system
has increased given remote connectivity during
the pandemic.

Malware and/or Ransomware

Vulnerability to a malware and/or ransomware
attack on the bulk power system continues to in-
crease with modernization and the deployment
of new technologies.

More information on these risks along with
mitigation recommendations can be found in the full

report here: www.mro.net


https://www.mro.net/MRODocuments/2022%20MRO%20RRA.pdf

MIDWEST
RELIABILITY
ORGANIZATION

380 St. Peter St, Suite 800
Saint Paul, MN 55102

www.MRO.net

651-855-1760

AGENDA 10
Event Analysis Report

Jake Bernhagen, PRS Technical Liaison

Action
Information

Report
Jake Bernhagen will provide an overview during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management

RESULTS
Reliablity Performance
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AGENDA 11

2022 Dates
Greg Sessler, PRS Chair

Action
Information

Report
Chair Sessler will provide an overview during the meeting.

Q12022 | Q22022 | Q3 2022 | Q4 2022
RAC 4/6* 5/19 817 11716
PRS 2122 5/3 8/16 1115
SAC 2/16 6/22* |10/5-10/6| 11/9
SACTF 2/9 6/15 10/6 1172
CMEPAC 2/15 6/7 9/21* | 1110
0GOC 4/6 6/22 9/21 11730
BOD 47 6/23 9/22 12/1

*Joint with OGOC

MRO CONFERENCE DATES 2022

Q1 RAM/CIP Conference: March 23, 2022 *virtual

Q2 Reliability Conference: May 17-18, 2022 networking reception and conference Kansas City

Q3 CMEP: July 25-26, 2022 networking reception and conference

Q4 Security Conference: October 4-6, 2022 SAC meeting, training, networking and conference

CLARITY RESULTS

Outreach & Engagement Oversight & Risk Management Reliablity Performance
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Saint Paul, MN 55102

www.MRO.net
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AGENDA 12
PRS Roundtable Discussion
Greg Sessler, PRS Chair

Action
Discussion

Report
Chair Sessler will lead this discussion during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management

RESULTS
Reliablity Performance
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Saint Paul, MN 55102

www.MRO.net

651-855-1760

AGENDA 13
Other Business and Adjourn
Greg Sessler, PRS Chair

Action
Discussion

Report
Chair Sessler will lead the discussion during the meeting.

CLARITY
Outreach & Engagement Oversight & Risk Management

RESULTS
Reliablity Performance
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AGENDA 14
Closed Session
Greg Sessler, PRS Chair

Action
Discussion

Report
Chair Sessler will lead the discussion during the closed session.

CLARITY
Outreach & Engagement Oversight & Risk Management

RESULTS
Reliablity Performance
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