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VIDEO AND AUDIO RECORDING 
 

Please note that Midwest Reliability Organization (MRO) may make a video and/or an audio recording of 
this organizational group meeting for the purposes of making this information available to board members, 
members, stakeholders and the general public who are unable to attend the meeting in person.  

By attending this meeting, I grant MRO: 

1. Permission to video and/or audio record the meeting including me; and  
2. The right to edit, use, and publish the video and/or audio recording.  
3. I understand that neither I nor my employer has any right to be compensated in connection with the 

video and/or audio recording or the granting of this consent. 
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MRO ORGANIZATIONAL GROUP GUIDING PRINCIPLES 
 

These MRO Organizational Group Guiding Principles complement charters. When the Principles are 
employed by members, they will support the overall purpose of the organizational groups. 

Organizational Group Members should: 

1. Make every attempt to attend all meetings in person or via webinar. 

2. Be responsive to requests, action items, and deadlines. 

3. Be active and involved in all organizational group meetings by reviewing all pre-meeting materials and 
being focused and engaged during the meeting. 

4. Be self-motivating, focusing on outcomes during meetings and implementing work plans to benefit 
MRO and MRO’s registered entities. 

5. Ensure that the organizational group supports MRO strategic initiatives in current and planned tasks. 

6. Be supportive of Highly Effective Reliability Organization (HEROTM) principles. 

7. Be supportive of proactive initiatives that improve effectiveness and efficiency for MRO and MRO’s 
registered entities. 
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MEETING AGENDA 

Agenda Item 
1  Call to Order and Determination of Quorum 

Greg Sessler, PRS Chair 
a. Determination of Quorum and Introductions 

PRS Meeting Secretary 
b. Robert’s Rules of Order 

2  Standards of Conduct and Anti-Trust Guidelines 
Jake Bernhagen, PRS Technical Liaison 

3  Consent Agenda 
Greg Sessler, PRS Chair 
Approve November 16, 2021 PRS Meeting Minutes 
PRS Nominations 

4  Chair’s Report 
Greg Sessler, PRS Chair  

5  New Members’ Welcome Presentation 
Jake Bernhagen, PRS Technical Liaison 

6  PRS Business 
Jake Bernhagen, PRS Technical Liaison 
a. Charter Update 
b. Other Updates 
c. PRS Number of Members Discussion 
d. Action Item List Review 

Greg Sessler, PRS Chair 

Break – 10:00 a.m. 
7  NERC Activities 

Jake Bernhagen, PRS Technical Liaison 
a. Update on NERC SPCWG  

Mark Gutzmann Director, System Protection & Communication Engineering, Xcel Energy 
b. NERC MIDASWG Update 
c. FERC/NERC Protection System Commissioning Program Review Update  

Max Desruisseaux, Senior Power Systems Engineer 
d. TADS  

John Grimm, Principal Systems Protection Engineer 

8  Misoperations 
Jake Bernhagen, PRS Technical Liaison 
a. Q3 2021 Results and Review and Discussion 
b. Technical Presentations 

i. Failure Modes and Mechanisms Task Force 
Richard Hackman, NERC 

ii. Out of Step Tripping 
Kevin Jones, Xcel Energy 

c. Project Updates 
i. Instantaneous Ground Overcurrent 

Jake Bernhagen, PRS Technical Liaison 
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Lunch - 12:00 p.m. 
9 MRO 2022 Regional Risk Assessment 

John Seidel, Principal Technical Advisor 

10 Event Analysis Report 
Jake Bernhagen, PRS Technical Liaison 

11  2022 Dates 
Greg Sessler, PRS Chair

12 PRS Roundtable Discussion 
Greg Sessler, PRS Chair  

13 Other Business and Adjourn 
Greg Sessler, PRS Chair  

Closed Session 

14  PRS Nominations Discussion 
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AGENDA 1 
Call to Order and Determination of Quorum 
a. Determination of Quorum and Introductions 

PRS Meeting Secretary 

Name Locale Company Term 

Greg Sessler, Chair Wisconsin American Transmission Company 12/31/2023 

David Wheeler, Vice-Chair AR/TX/LA/NM Southwestern Public Services Co. 12/31/2023 

Adam Daters Iowa ITC Holdings 12/31/2024 

Alex Bosgoed Canada Saskatchewan Power Company 12/31/2022 

Casey Malskeit Nebraska Omaha Public Power District 12/31/2022 

Cody Remboldt Dakotas Montana-Dakota Utilities 12/31/2024 

Dennis Lu Canada Manitoba Hydro 12/31/2023 

Derek Vonada Kansas/Missouri Sunflower Electric Power 
Cooperative 12/31/2022 

Derrick Schlangen Minnesota Great River Energy 12/31/2023 

Glenn Bryson AR/TX/LA/NM American Electric Power 12/31/2024 

Greg Hill Nebraska Nebraska Public Power District 12/31/2022 

Josh Erdmann Minnesota Xcel Energy 12/31/2024 

Matt Boersema Oklahoma Western Farmers Electric 12/31/2022 

Ryan Einer Oklahoma Oklahoma Gas & Electric Co. 12/31/2023 

Sarah Marshall Wisconsin Alliant Energy 12/31/2024 

Scott Paramore Kansas/Missouri Kansas City Board of Public Utility 12/31/2024 

Terry Fett Iowa Central Iowa Power Cooperative 12/31/2023 

OPEN Minnesota N/A 12/31/2022 

OPEN Dakotas N/A 12/31/2022 
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AGENDA 1 
Call to Order and Determination of Quorum 

b. Robert’s Rules of Order 
Greg Sessler, PRS Chair 

 

Parliamentary Procedures. Based on Robert’s Rules of Order, Newly Revised, Tenth Edition 

Establishing a Quorum. In order to make efficient use of time at MRO organizational group meetings, once 
a quorum is established, the meeting will continue, however, no votes will be taken unless a quorum is present 
at the time any vote is taken. 

Motions. Unless noted otherwise, all procedures require a “second” to enable discussion. 

When you want to… Procedure Debatable Comments 

Raise an issue for discussion Move Yes The main action that begins a debate. 

Revise a Motion 
currently under 
discussion 

Amend Yes Takes precedence over discussion of main 
motion. Motions to amend an amendment 
are allowed, but not any further. The 
amendment must be germane to the main 
motion, and cannot reverse the intent of the 
main motion. 

Reconsider a Motion 
already resolved 

Reconsider Yes Allowed only by member who voted on the 
prevailing side of the original motion. 
Second by anyone. 

End debate Call for the Question or 
End Debate 

No If the Chair senses that the committee is 
ready to vote, he may say “if there are no 
objections, we will now vote on the Motion.” 
Otherwise, this motion is not debatable and 
subject to majority approval. 

Record each member’s 
vote on a Motion 

Request a Roll Call Vote No Takes precedence over main motion. No 
debate allowed, but the members must 
approve by majority. 

Postpone discussion 
until later in the 
meeting 

Lay on the Table Yes Takes precedence over main motion. Used 
only to postpone discussion until later in the 
meeting. 

Postpone discussion 
until a future date 

Postpone until Yes Takes precedence over main motion. 
Debatable only regarding the date (and 
time) at which to bring the Motion back for 
further discussion. 

Remove the motion for 
any further consideration 

Postpone indefinitely Yes Takes precedence over main motion. 
Debate can extend to the discussion of the 
main motion. If approved, it effectively “kills” 
the motion. Useful for disposing of a badly 
chosen motion that cannot be adopted or 
rejected without undesirable consequences. 



Meeting Agenda – MRO Protective Relay Subgroup – February 22, 2022 
 

  

Request a review 
of procedure 

Point of order No Second not required. The Chair or secretary 
shall review the parliamentary procedure 
used during the discussion of the Motion. 

Notes on Motions 
Seconds. A Motion must have a second to ensure that at least two members wish to discuss the issue. 
The “seconder” is not required to be recorded in the minutes. Neither are motions that do not receive a 
second. 

Announcement by the Chair. The chair should announce the Motion before debate begins. This ensures 
that the wording is understood by the membership. Once the Motion is announced and seconded, the 
Committee “owns” the motion, and must deal with it according to parliamentary procedure. 

Voting 
Voting Method When Used How Recorded in Minutes 

 When the Chair senses that the 
Committee is substantially in agreement, 
and the Motion needed little or no 
debate. No actual vote is taken. 

The minutes show “by unanimous consent.” 

Vote by Voice The standard practice. The minutes show Approved or Not Approved (or 
Failed). 

Vote by Show 
of Hands (tally) 

To record the number of votes on each 
side when an issue has engendered 
substantial debate or appears to be 
divisive. Also used when a Voice Vote is 
inconclusive. (The Chair should ask for a 
Vote by Show of Hands when requested 
by a member). 

The minutes show both vote totals, and then 
Approved or Not Approved (or Failed). 

Vote by Roll Call To record each member’s vote. Each 
member is called upon by the Secretary, 
and the member indicates either 

 

“Yes,” “No,” or “Present” if abstaining. 

The minutes will include the list of members, how 
each voted or abstained, and the vote totals. 
Those members for which a “Yes,” “No,” or 
“Present” is not shown are considered absent for 
the vote. 

Notes on Voting.  
Abstentions. When a member abstains, he/she is not voting on the Motion, and his/her abstention is not 
counted in determining the results of the vote. The Chair should not ask for a tally of those who abstained. 

Determining the results. A simple majority of the votes cast is required to approve an organizational 
group recommendations or decision. 

“Unanimous Approval.” Can only be determined by a Roll Call vote because the other methods do not 
determine whether every member attending the meeting was actually present when the vote was taken, or 
whether there were abstentions. 

Electronic Votes – For an e-mail vote to pass, the requirement is a simple majority of the votes cast 
during the time-period of the vote as established by the Committee Chair. 

Majorities. Per Robert’s Rules, as well as MRO Policy and Procedure 3, a simple majority (one more than 
half) is required to pass motions. 
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AGENDA 2 
Standards of Conduct and Antitrust Guidelines 

Jake Bernhagen, PRS Technical Liaison 
 
Standards of Conduct Reminder: 
Standards of Conduct prohibit MRO staff, committee, subgroup, and task force members from sharing non-
public transmission sensitive information with anyone who is either an affiliate merchant or could be a 
conduit of information to an affiliate merchant. 

Antitrust Reminder: 
Participants in Midwest Reliability Organization meeting activities must refrain from the following when 
acting in their capacity as participants in Midwest Reliability Organization activities (i.e. meetings, 
conference calls, and informal discussions): 

• Discussions involving pricing information; and  
• Discussions of a participants marketing strategies; and 
• Discussions regarding how customers and geographical areas are to be divided among 

competitors; and 
• Discussions concerning the exclusion of competitors from markets; and 
• Discussions concerning boycotting or group refusals to deal with competitors, vendors, or 

suppliers. 
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AGENDA 3 
Consent Agenda 

a. Approve November 16, 2021 PRS Meeting Minutes 
Greg Sessler, PRS Chair 

 

Action 
Approve November 16, 2021 PRS meeting minutes. 

Report 
 

DRAFT MINUTES OF THE PROTECTIVE RELAY SUBGROUP MEETING 
Webex 

November 16, 2021 8:00 a.m. – 11:00 a.m. Central 
1:00 p.m. – 3:00 p.m. Central 

 

Notice for this meeting was electronically posted to the MRO website here on October 16, 2021. 
A final agenda, including advanced reading materials, was also posted on November 15, 2021. 

1. Call to Order and Determination of Quorum 
Protective Relay Subgroup (PRS) Vice Chair Bob Soper called the meeting to order at 8:03 a.m. Soper 
welcomed everyone and brief introductions were made by those on the call. The meeting secretary 
advised the chair that a quorum of the PRS was present. A complete list of attendees is included as 
Exhibit A. 

2. Standards of Conduct and Antitrust Guidelines 
Pursuant to Policy and Procedure 4, PRS Staff Liaison Jake Bernhagen highlighted MRO’s Standards 
of Conduct, Conflict of Interest, and Antitrust Guidelines 

3. Consent Agenda 
The PRS reviewed the consent agenda, which included draft minutes from the August 17, 2021 
meeting.  

Upon a motion duly made and seconded, the Protective Relay Subgroup unanimously approved 
the minutes from the August 17, 2021 PRS meeting as written.  

Agenda item 6c was moved up during the meeting. 

c. FERC/NERC Protection System Commissioning Program Review. MRO Senior Power Systems 
Engineer Max Desruisseaux provided a brief overview highlighting how the candidates involved in 
the report were chosen. Gilbert Lowe, FERC provided an overview on the Executive Summary and 
logistics, Rich Bauer highlighted the history of the IEEE guidance. Discussion ensued. 
 

https://www.mro.net/Lists/Calendar/DispForm_New.aspx?ID=462
file://Mrodfs/share/fs1/MRO/Organizational%20Groups/RAC/Subgroups/PRS/Meetings/2021/11162021/Minutes/MRO%20PRS%20Meeting%20Minutes%2011162021.docx
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Bryan Clark extended gratitude to Lowe and Bauer for their time and extended kudos in how the 
report was conducted with the involvement of entities. In response to an inquiry from Soper 
regarding outreach, Clark mentioned perhaps the PRS could sponsor a webinar to relay this 
information. 

4. Chair’s Report 
Vice Chair Soper noted that the PRS unanimously agreed to recommend Adam Daters, Cody 
Remboldt, Glenn Bryson, Josh Erdman, Sarah Marshall, and Scott Paramore as 2022 PRS Members 
to the RAC for recommendation and approval by the OGOC. Certificates of service were presented 
and Soper provided recognition to for PRS members Gary Stoedter, who retired and Ryan Godwin and 
Wayne Miller who did not nominate for their terms ending in 2021. 

5. PRS Business 
a. Update. Jake Bernhagen mentioned the closed meeting minutes were sent out and asked the 

group to provide any updates during the break. 

b. PRS Charter Update Discussion. Jake Bernhagen led the discussion noting the complexity of the 
locale requirement in the Charter and that diversity among the MRO footprint is attained with the 
other councils and subgroups without this language in their respective charters. A comment was 
made to remove the member limit of 19 within the PRS. A few people on the call expressed their 
agreement with removing the member cap as well as the reimbursement for attending in person 
meetings. Discussion ensued. 

Upon a motion duly made and seconded the PRS unanimously agreed to recommend 
removal of the locale requirements from the PRS Charter as indicated in the redline to the 
RAC for recommendation and approval by the OGOC. 

c. Action Item List Review. Vice Chair Soper reviewed the action item list and updates were made 
accordingly. 

6. NERC Activities 
a. Update on NERC System Protection and Control Working Group (SPCWG). Mark Gutzmann, MRO 

representative on the NERC SPCWG, provided an overview on the recent work of the group, 
including PRC-019, RC-024, Inter-Entity Short Circuit Model Guidance and a SAR on PRC-025-2. 
Discussion ensued. 

b. NERC Misoperation Information Data Analysis System User Working Group (MIDASUG) Update. 
Bernhagen provided a brief overview of the MIDASUG Agenda for its meeting of November 16, 
2021 which included; the Odessa disturbance report and correlating outreach, DIR revisions, 
clarification on maintenance exclusion for misops and work on breaker failure clarification. 

c. FERC/NERC Protection System Commissioning Program Review. This item was covered above.  

d. TADS. Jake Bernhagen mentioned the recent work being done in the TADSWG was primarily 
dedicated to TADS training which recently occurred and that the training received positive 
feedback.  

7. Misoperations 
Item 7b was moved up here. 
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b. Technical Presentations 
i. Review of Misoperation at Crossroads Cap Bank. John (J.V.) Kelly, Principal Engineer, Xcel 

Energy presented on the topic highlighting the protection scheme involved in the misoperation, 
relay records, field investigation, and corrective actions. Discussion ensued.  

ii. June 10, 2021 Event. Allen Halling, Lead Engineer, and Mark Hopkins, System Protection 
Engineering Evergy presented on the CCVT Shawnee Mission Failure highlighting the 
background involved with the failure and the challenges of reporting the event. 

a. Second Quarter 2021 Results and Review. Jake Bernhagen reminded everyone of the deadline to 
submit Misops data for Q3. 

ii. 2021 Update to Analysis of Composite Protection Systems Misoperations. MRO Principal 
Systems Protection Engineer, John Grimm presented on the subject highlighting that the 
presentation was done previously in 2020 and expanded the data to include a three year time 
span. By equipment type, by cause, by cause subdivided by relay technology, by voltage class. 
Grimm asked the group for any other data they would like to see analyzed. Discussion ensued. 

b. Technical Presentations 
i. Review of Misoperation at Crossroads Cap Bank. This was covered above 
ii. June 10, 2021 Event. This was covered above   

c. Project Updates 
i. Static Output Driving High Impedance Inputs. Desruisseaux provided an update noting that the 

white paper addresses the application of static output driving high impedance inputs and 
breaker failure schemes, while the NERC lessons learned is based more on a general use of 
high impedance inputs using a resistor to mitigate misoperations that can occur. Since 
duplication of efforts has occurred with NERC, the group was asked whether this was worthy of 
pursuing. It was determined that this project will be dropped from the Agenda. 

ii. Instantaneous Ground Overcurrent. Bernhagen provided an update on the status of the project 
and whitepaper, noting continued progress is slow with the goal to pick up again beginning 
2022.  

8. Event Analysis Report 

Jake Bernhagen, MRO Sr. Protection Systems Engineer, provided an overview of the event analysis 
report. He noted the event analysis process is progressing fairly well even though events are a bit 
higher than in the past. The plan is to close out approximately 12 events by the end of the year. He 
noted that the process to close events is currently about 7 months from start to finish and the team is 
working to get the process time back down to 6 months. If any information from more wide spread 
events would provide value, Bernhagen asked the group to let him know and in turn, the information 
will be sent to NERC. 

9. 2022 Dates 

Vice Chair Soper led the discussion regarding the 2022 meeting dates for the PRS. The meetings for 
all councils and subgroups were displayed for 2022. Soper mentioned that the PRS meetings occurring 
prior to the RAC meetings is more efficient for approval purposes. The PRS agreed to change the May 
2022 PRS meeting date from May 24, 2022 to May 3, 2022.  
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Soper mentioned the November 8, 2022 closed meeting minutes which were sent out via email and 
asked the group for any discussion. 

Upon a motion duly made and seconded, the Protective Relay Subgroup unanimously agreed to 
approve the minutes from the November 8, 2021 closed meeting as written 

10. PRS Roundtable Discussion 
The PRS members next participated in a roundtable discussion. The following items were highlighted: 

• MIDASWG work on exemptions for onsite maintenance, there is confusion surrounding the 
intent of exclusions. If there are construction or relay crews on site on or near the equipment 
that misoperates, that can be an exclusion. The ERO group is working on defining what is 
included within those exclusions and the information will be brought back to the group. 
Discussion ensued. 

• Unique and interesting events that people are willing to share and highlight at future PRS 
meetings were welcomed. 

• Single points of failure identification and analysis – the Standard becomes enforceable on 
July 1, 2023 and any TP assessment that exist on that date must include the single point of 
failure including batteries, communication, dc control circuits, strip coils, etc. The contingencies 
must be submitted in June of 2022. The corrective action plans must be submitted by 2029. 
Discussion ensued. 

11. Other Business and Adjourn 
Vice Chair Soper asked for any further discussion, hearing none, the meeting was adjourned at 2:40 
p.m. 

Prepared by: Dana Klem, Reliability Advisory Council Administrator.  
Reviewed and Submitted by: Bryan Clark, Director of Reliability Analysis, MRO 
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EXHIBIT A – MEETING ATTENDEES   

Subgroup Members Present 

Name Company, Role 

Robert Soper (Vice Chair) Western Area Power Administration 

Alex Bosgoed Saskatchewan Power Company 

Casey Malskeit Omaha Public Power District 

Cody Remboldt Montana-Dakota Utilities 

David Wheeler Southwestern Public Services Co. 

Dennis Lu Manitoba Hydro 

Derek Vonada Sunflower Electric Power Cooperative 

Derrick Schlangen Great River Energy 

Gary Stoedter MidAmerican Energy Company 

Greg Hill Nebraska Public Power District 

Greg Sessler American Transmission Company 

Jeff Beasley Grand River Dam Authority 

Matt Boersema Western Farmers Electric Cooperative 

Ryan Einer Oklahoma Gas & Electric Co. 

Ryan Godwin American Electric Power 

Scott Paramore Kansas City Board of Public Utilities 

Terry Fett Central Iowa Power Cooperative 

Wayne Miller ITC  

MRO Staff 

Name Title 

Bryan Clark Director Reliability Analysis 

Dana Klem Administrator, Reliability Analysis 

David Kuyper Power System Engineer 
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Jake Bernhagen Senior Protection Systems Engineer 

Max Desruisseaux Senior Power Systems Engineer 

Michelle Olson Administrator, Compliance Monitoring 

Guests 

Name Company 

Adam Daters ITC  

Allen Halling Evergy 

Boris Voynik FERC 

Brett Holland Evergy 

Craig Talbot Minnesota Power 

Elsammani Ahmed ITC  

Gil Lowe FERC 

Josh Erdman Xcel Energy 

Justin Fuith Pro-Tech Power  

J.V. Kelley Xcel Energy 

Kevin Thompson ITC  

Mark Gutzmann Xcel Energy 

Mark Hopkins Evergy 

Rich Bauer NERC 

Steve Klecker MidAmerican 

Terry Volkmann GLP/MPC 

Thomas Persinger MidAmerican 
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AGENDA 3 
Consent Agenda 

a. Approve PRS Nominations 
Greg Sessler, PRS Chair 

 

Action 
Approve PRS nominations. 

Report 
Chair Sessler will lead the discussion during the meeting. 

 



                                                                     
 

                         

 
 

 
AGENDA 4 

Chair’s Report 
Greg Sessler, PRS Chair 

 

Action 
Discussion 

Report 
Chair Sessler will provide an oral report during the meeting. 

 



                                                                     
 

                         

 
 

 
AGENDA 5 

New Members’ Welcome Presentation 
Jake Bernhagen, PRS Technical Liaison 

 

Action 
Information 

Report 
Jake Bernhagen will provide an oral report during the meeting.  

 



Midwest Reliability Organization

Information for Members of the MRO
Reliability Advisory Council (RAC) and

Protective Relay Subgroup (PRS)

1



Advisory Council Structure

2



Organizational Group Oversight 
Committee (OGOC)

The OGOC:
• Establishes and oversees MRO organizational groups and policies 

applicable to organizational groups
• Ensures organizational groups are effective and efficient and do not 

duplicate the work of others
• Designates individuals to represent MRO on NERC organizational groups
• The Organizational Group Oversight Committee Charter is posted on 

MRO’s public website

3

https://www.mro.net/MRODocuments/Organizational%20Group%20Oversight%20Committee%20Charter.pdf


OGOC Roster

4

Member Term End Company

Aaron Bloom 12/31/23 NextEra Energy Resources

Charles Marshall 12/31/22 ITC Holdings

Dehn Stevens 12/31/23 MidAmerican Energy Company

Ben Porath 12/31/22 Dairyland Power Cooperative

Jeanne Tisinger 12/31/22 Independent Director

Jennifer Flandermeyer 12/31/23 Evergy

JoAnn Thompson 12/31/23 Otter Tail Power Company

Eric Schmitt 12/31/22 Independent Director

Paul Crist, Chair 12/31/23 Lincoln Electric System

Iqbal Dhami 12/31/22 Saskatchewan Power

Daryl Maxwell 12/31/23 Manitoba Hydro



Guiding Principles for Council Members 
These MRO Organizational Group Guiding Principles complement charters. When the 
Principles are employed by members, they will support the overall purpose of the 
organizational groups.

Organizational Group Members should:
1. Make every attempt to attend all meetings in person or via webinar.

2. Be responsive to requests, action items, and deadlines.

3. Be active and involved in all organizational group meetings by reviewing all pre-meeting materials and being 
focused and engaged during the meeting.

4. Be self-motivating, focusing on outcomes during meetings and implementing work plans to benefit MRO and 
MRO’s registered entities.

5. Ensure that the organizational group supports MRO strategic initiatives in current and planned tasks.

6. Be supportive of Highly Effective Reliability Organization (HEROTM) principles.

7. Be supportive of proactive initiatives that improve effectiveness and efficiency for MRO and MRO’s registered 
entities.

5



Types of Diversity
Inherent Diversity

Race
Ethnicity
Age
National origin
Sexual orientation
Cultural identity
Assigned sex
Gender identity

Acquired Diversity
Expertise (e.g., engineering, 
operations, security)
Experience (e.g., executive, 
technical)
Geography (e.g., US, Canada, 
north, south)
Company (e.g., no more than 
two members from the same 
company per group)



Why Diverse Teams are Smarter
They focus more on facts
• More likely to constantly reexamine facts and remain objective
• Can lead to improved and more accurate group thinking

They process those facts more carefully
• Considering the perspective of an outsider can result in improved 

decision-making and results

They are also more innovative
• Diversity boosts intellectual potential
• Conformity discourages innovative thinking

SOURCE: https://hbr.org/2016/11/why-diverse-teams-are-smarter

https://hbr.org/2016/11/why-diverse-teams-are-smarter


MRO 
Reliability 
Advisory 
Council

The MRO Reliability Advisory Council is a MRO Organizational 
Group that provides advice and counsel to MRO's Board of 
Directors (board), the board's Organizational Group Oversight 
Committee, staff, members and registered entities on topics 
such as transmission adequacy and availability, resource 
adequacy, integration of renewables, essential reliability 
services, event analysis, system protection, and reliability 
assessments. The MRO Reliability Advisory Council increases 
outreach and awareness in these key areas.

https://www.mro.net/committees/rac/Pages/default.aspx

https://www.mro.net/committees/rac/Pages/default.aspx


RAC Council Membership
MRO’s Council consists of 15 members:
• Pursuant to Policy and Procedure 3 - Establishment, Responsibilities, and 

Procedures of Organizational Groups and MRO Sponsored Representative on 
NERC Organizational Groups, membership on councils is based on experience and 
expertise. 

• No more than two members of the MRO (Council) may be an employee of a single 
entity or affiliated entities. 

• At least three sectors will be represented on the MRO (Council). To the extent 
practicable, membership will reflect geographic diversity and balanced sector 
representation. 

• Individuals with expertise and experience in the areas of transmission planning, 
resource planning, power systems engineering, system operations, as well as 
control and protection systems serve on the MRO RAC.

9

https://www.mro.net/MRODocuments/PP3%20Organizational%20Groups.pdf


Reliability Advisory Council Roster

10

Member Term End Company

Dick Pursley, Chair 12/31/22 Great River Energy 

Jason Weiers, Vice Chair 12/31/24 Otter Tail Power Company 

Binod Shrestha 12/31/22 Saskatchewan Power Company 

CJ Brown 12/31/24 Southwest Power Pool, Inc.

Dallas Rowley 12/31/22 Oklahoma Gas & Electric 

Derek Brown 12/31/23 Evergy

Durgesh Manjure 12/31/23 MISO 

Dwayne Stradford 12/31/24 American Electric Power 

Gayle Nansel 12/31/22 Western Area Power Administration 

Jeremy Severson 12/31/24 Basin Electric 

John Stephens 12/31/23 City Utilities of Springfield Missouri 

Nandaka Jayasekara 12/31/22 Manitoba Hydro 

Ron Gunderson 12/31/23 Nebraska Public Power District 

Open  12/31/23 N/A

Open 12/31/24 N/A



RAC Key Responsibilities
Recommend the establishment of subgroups to support the Reliability 
Advisory Council work plan as appropriate. Oversee and provide direction to 
any subgroups.
Support the preparation of special assessments and seasonal readiness 
plans by regional Reliability Coordinators and as may be directed by NERC 
or the MRO Board of Directors from time to time. 
Review and assess the overall reliability of the MRO region and 
interregional bulk electric system for long-term planning horizons based on 
reports from regional Planning Coordinators as may be directed by NERC 
or the MRO Board of Directors from time to time.
Support the development of the annual MRO Regional Risk Assessment by 
identifying risks, trends, and mitigating activities.
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RAC Key Responsibilities cont.
Review significant BES events (generally, Category 2 or higher) which 
occurred in the MRO Region and the resulting reports and approve larger 
scale event reports (Category 3 and higher) to assure the appropriate 
analysis is performed and that any lessons learned are identified and 
shared with the industry.
Provide input and guidance on system protection and control matters, 
including Reliability Standards development, misoperation reviews, and 
reviews of remedial action schemes. 
Support the applicable NERC program areas.

The Reliability Advisory Council Charter can be found here.

12

https://www.mro.net/MRODocuments/MRO%20Reliability%20Advisory%20Council%20Charter.pdf


Meetings
The MRO RAC will meet quarterly or as necessary, in person or via conference call 
and/or web meeting. Once a year the MRO (Council) will meet with the OGOC the 
day before a regularly scheduled board meeting.
All MRO council chairs and vice chairs will meet with the OGOC the day before the 
fourth quarter regularly scheduled board meeting to review the council’s 
accomplishments during the past year and to develop work plans for the following 
year.
Meetings of the RAC are open to public attendance; however, the meeting may be 
called into closed session by the chair or vice chair. Additional meeting requirements 
related to agendas and minutes, voting and proxy, and rules of conduct are outlined 
in MRO Policy and Procedure 3 - Establishment, Responsibilities, and Procedures of 
Organizational Groups and MRO Representation on NERC Organizational Groups.
Meeting costs incurred by RAC members are reimbursable by MRO according to 
MRO Policy and Procedure 2 – Expense Reimbursement.
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https://www.mro.net/MRODocuments/PP2%20Expense%20Reimbursement.pdf


Future Meeting/Event Dates

Upcoming RAC Meeting/Event Dates
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Meeting/Event Date

Quarter 1 April 6, 2022

Quarter 2 May 19, 2022

Quarter 3 August 17, 2022

Quarter 4 November 16, 2022

Reliability Conference May 18, 2022



Guidelines for Meetings
Meeting Agendas: 
• Short agenda posted one month prior to meeting
• Agenda Packet posted one week prior to meeting

Meeting Minutes:
• Support Staff/Liaison will review up to two weeks after 

meeting takes place
• Council will review for one week
• Council will vote to approve

15



Work Plan
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MRO 
Protective 
Relay 
Subgroup

The purpose of the MRO Protective Relay Subgroup 
(PRS) is to identify, review and discuss system 
protection and control issues relevant to the reliability of 
the bulk electric system and to develop and implement 
regional procedures for applicable NERC PRC 
standards. The PRS reports to the Reliability Advisory 
Council (RAC).

Link to webpage: 
https://www.mro.net/committees/rac/PRS/Pages/d
efault.aspx

https://www.mro.net/committees/rac/PRS/Pages/default.aspx


Protective Relay Subgroup 
Membership

MRO’s PRS consists of 19 members:
• Pursuant to Policy and Procedure 3 - Establishment, Responsibilities, and 

Procedures of Organizational Groups and MRO Sponsored Representative on 
NERC Organizational Groups, membership of organizational groups shall be 
determined based upon experience, expertise and geographic diversity and to 
the extent practicable, shall include a balanced representation of the sectors. 

• Membership is based on geographic representation (locale).
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https://www.mro.net/MRODocuments/PP3%20Organizational%20Groups.pdf


MRO PRS Roster
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Member Term End Company

Greg Sessler, Chair 12/31/23 American Transmission Co

David Wheeler, Vice-Chair 12/31/23 Southwestern Public Services Co.

Adam Daters 12/31/24 ITC Holdings

Alex Bosgoed 12/31/22 Saskatchewan Power Company

Casey Malskeit 12/31/22 Omaha Public Power District

Cody Remboldt 12/31/24 Montana-Dakota Utilities

Dennis Lu 12/31/23 Manitoba Hydro

Derek Vonada 12/31/22 Sunflower Electric Power Cooperative

Derrick Schlangen 12/31/23 Great River Energy

Glenn Bryson 12/31/24 American Electric Power

Greg Hill 12/31/22 Nebraska Public Power District

Josh Erdmann 12/31/24 Xcel Energy

Matt Boersema 12/31/22 Western Farmers Electric

Ryan Einer 12/31/23 Oklahoma Gas & Electric

Sarah Marshall 12/31/24 Alliant Energy

Scott Paramore 12/31/24 Kansas City Board of Public Utilities

Terry Fett 12/31/23 Central Iowa Power Cooperative

OPEN MINNESOTA 12/31/22 N/A

OPEN DAKOTAS 12/31/22 N/A



PRS Key Responsibilities
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Develop, maintain, and implement regional procedures as needed that address the 
requirements of NERC PRC standards.
Annually review the MRO summary of Misoperations to identify Lessons Learned 
and communicate these lessons with MRO membership.
Trend the Event Analysis reports submitted to MRO for the purpose of identifying 
misoperations that are causing, or increasing the severity of, these events. Through 
the PRS, work with the Entities involved with these events to assure that the 
misoperations are effectively identified and mitigated. Assure that any protection-
related Lessons Learned of value to the industry are prepared and submitted to 
NERC Event Analysis staff.
Prepare as necessary additional reports/whitepapers that identify methods that can 
reduce the likelihood or severity of system events or misoperations that can lead to 
system events.
Review Remedial Action Schemes (RAS) as necessary to verify protection system 
functionality and/or assess operability.
Provide technical input related to system protection and control to MRO.



Meetings
The MRO PRS will meet quarterly or as necessary, in person or via 
conference call and/or web meeting. 
Meetings of the PRS are open to public attendance; however, the 
meeting may be called into closed session by the chair or vice chair. 
Additional meeting requirements related to agendas and minutes, 
voting and proxy, and rules of conduct are outlined in MRO Policy 
and Procedure 3 - Establishment, Responsibilities, and Procedures 
of Organizational Groups and MRO Representation on NERC 
Organizational Groups
Meeting costs incurred by PRS members are reimbursable by MRO 
according to MRO Policy and Procedure 2 – Expense 
Reimbursement
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https://www.mro.net/MRODocuments/PP2%20Expense%20Reimbursement.pdf


Future Meeting Dates

Upcoming PRS Meeting Dates
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Meeting/Event Date

Quarter 1 February 22, 2022

Quarter 2 May 3, 2022

Quarter 3 August 16, 2022

Quarter 4 November 15, 2022



Newsletters
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Tentative Due Dates:
• 03/15/22 (March/April Issue)
• 05/14/22 (May/June Issue)
• 07/15/22 (July/August Issue)
• 09/15/22 (Sept/Oct Issue)
• 11/15/22 (Nov/Dec Year-End Issue)
• 02/01/22 (2021 Annual Report)

Include: Bio, photo, title and article



Webinars
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Topic
Title
Short paragraph describing event
Dates/Times for Dry-run and 
Webinar
Presenters/Speaker Information
• Title
• Company
• Best contact number
• Email
Council Support Member
MRO Support Staff
Presentation



Important Links
RAC mailing list:  mrorac@mro.net Please be sure to whitelist 

PRS mailing list: mroprs@mro.net Please be sure to whitelist

RAC Public Site: https://www.mro.net/committees/rac/Pages/default.aspx

PRS Public Site: https://www.mro.net/committees/rac/PRS/Pages/default.aspx

Expense Reimbursement: MRO Policy and Procedure 2 – Expense Reimbursement

Member Responsibilities: MRO Policy and Procedure 3- Establishment, Responsibilities

Confidentiality Policy: MRO Policy and Procedure 5 (Confidentiality Policy

25

mailto:mrorac@mro.net
mailto:mroprs@mro.net
https://www.mro.net/committees/rac/Pages/default.aspx
https://www.mro.net/committees/rac/PRS/Pages/default.aspx
https://www.mro.net/MRODocuments/PP2%20Expense%20Reimbursement.pdf
https://www.mro.net/MRODocuments/PP3%20Organizational%20Groups.pdf
https://url2.mailanyone.net/v1/?m=1kqK8i-0003az-40&i=57e1b682&c=iEOjivrSexb-Z4BETeXTP1zCQWs4aRADRsQ4IYVnNc5u6h1VYxW7yEtvQHqkgWdEpkZ4MFQlbq1kBhift6o7OizItyAjxzMyjteybYkGTjr2W5NDjpPB_nqUNNAAXzmOwQSmk26cKWxO20Kut453gGN0jKT2GZONOgUSBPX01MYIwem_4b-wZ3QdV_WerIuryV_-4P9ZcpHVNwL_9HB7axUjjFEAHE4K0X3roRk-GMTrY44DmDtsXn_6sH2io_CopNd0Ftk5Yk8uyjaL5d_kXjQTciAVoDwRwvArSi0cXWs8qMnYiB8AVU7qgAkpasaIzDh62Td7MQvj75vqdWh9vq5x54MLoNCxkVN9GKikxIH1rDEz8YFwxgrhH3djlHNle-FHraFaPahYF-5IptZ_qXbQq0Yh-QwjgSoPDRDWyUYZxSYj_NfKmjm80t3rJZhysEYzrfawIgHIrXK0oBMQ1kmGz3KaXXqHKihj07s2lRJb-ePc0SZQfcwIPCPD3-N-GZzDewZf1wpEbRQuc-ZH7xrYkjg5Vtpab2Vug66GTNddediAB1ZlHg885PLuZKvp-ZSuuRTRTcWoIGgV1r5sK0LIAn-1UmDlR43YEIqIGfONrnJWhFTqzXB3LTsBxqhQEZaOZWz8TvOWlGQMitOUZtxh10Mlk3Oe5CnBmqAiFJJAbpyiJ3c2HW3vZs-zRPo0shrqDhRj80psOE5UiSpdgCOvS_ogdpFjCsCTRu_2zpCuUYy8aCV2_DNcNjPm3ZXd1s7mjBtsWiCvhXufz4l0wQ


MRO Contact Information

MRO RAC Support Staff

Bryan Clark
Director of Reliability Analysis
Phone: 651-256-5171 
Bryan.clark@mro.net
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MRO Website: http://www.mro.net
Address: 380 St. Peter Street, Suite 800, Saint Paul, MN 55102
Phone: 651-855-1760 (main)

MRO PRS Support Staff

Jake Bernhagen
Senior Systems Protection Engineer
Phone: 651-256-5177
Jake.bernhagen@mro.net

mailto:Bryan.clark@mro.net
http://www.midwestreliability.org/
mailto:Mike.bocovich@mro.net


                                                                     
 

                         

 
 

 
AGENDA 6 

PRS Business 
a. Charter Update Discussion 

Jake Bernhagen, PRS Technical Liaison 
 

Action 
Information 

Report 
Jake Bernhagen will lead the discussion during the meeting.  

 



                                                                     
 

                         

 
 

 
AGENDA 6 

PRS Business 
b. Other Updates 

Jake Bernhagen, PRS Technical Liaison 
 

Action 
Information 

Report 
Jake Bernhagen will lead the discussion during the meeting. 

  



                                                                     
 

                         

 
 

 
AGENDA 6 

PRS Business 
c. PRS Number of Members Discussion 
Jake Bernhagen, PRS Technical Liaison 

 

Action 
Information 

Report 
Jake Bernhagen will lead the discussion during the meeting. 

  



                                                                     
 

                         

 
 

 
AGENDA 6 

PRS Business 
d. Action Item List Review 
Greg Sessler, PRS Chair 

 

Action 
Information 

Report 
Chair Sessler will lead the discussion during the meeting. 

 



AGENDA 7 
NERC Activities 

a. Update on NERC SPCWG
Mark Gutzmann Director, System Protection & Communication Engineering, Xcel Energy

Action 
Information 

Report 



                                                                     
 

                         

 
 

 
AGENDA 7 

NERC Activities 
b. NERC MIDASWG Update 

Jake Bernhagen, PRS Technical Liaison 
 

Action 
Discussion 

Report 
Jake Bernhagen will provide an oral report during the meeting.  

 



                                                                     
 

                         

 
 

 
AGENDA 7 

NERC Activities 
c. FERC/NERC Protection System Commissioning Program Review 

Max Desruisseaux, Senior Power Systems Engineer 
 

Action 
Information 

Report 
Max Desruisseaux will provide an oral report during the meeting.  

 



                                                                     
 

                         

 
 

 
AGENDA 7 

NERC Activities 
d. Transmission Availability Data System (TADS) 

John Grimm, Principal Systems Protection Engineer 
 

Action 
Discussion 

Report 
John Grimm will provide an oral report during the meeting.  

 



                                                                     
 

                         

 
 

 
AGENDA 8 

Misoperations 

a. Q3 2021 Results and Review Discussion 
Jake Bernhagen, PRS Technical Liaison 

 

Action 
Information 

Report 
Jake Bernhagen will provide an overview during the meeting.  



MIDAS & Misoperations
Q3 PRS Update

By Jake Bernhagen



Q3 2021 Misop Rates
Quarter 3, 2021
Voltage 
Class

MisOps
Count

Ops 
Count

MRO
Rate

NERC 
Rate

<100kV 
(BES) 2 22 9.09% 4.23%

100kV 0 0 0.00% 0.00%
115kV 16 189 8.47% 4.37%
138kV 26 227 11.45% 6.53%
161kV 12 111 10.81% 7.45%
230kV 12 85 14.12% 8.81%
345kV 5 100 5.00% 5.46%
500kV 0 6 0.00% 7.50%
HVdc 0 28 0.00% 0.00%

TOTAL 73 768 9.51% 6.23%



2021 Misop Rates

Quarter 1 2021 Quarter 2, 2021 Quarter 3, 2021
Voltage 
Class

MisOps 
Count

Ops 
Count Rate NERC 

Rate
Voltage 
Class

MisOps 
Count

Ops 
Count Rate NERC 

Rate
Voltage 
Class

MisOps 
Count

Ops 
Count Rate NERC 

Rate
<100kV 
(BES) 2 17 11.76% 3.49% <100kV 

(BES) 4 18 22.22% 5.19% <100kV 
(BES) 2 22 9.09% 4.23%

100kV 0 0 0.00% 0.00% 100kV 0 0 0.00% 0.00% 100kV 0 0 0.00% 0.00%
115kV 18 135 13.33% 5.52% 115kV 16 186 8.60% 6.66% 115kV 16 189 8.47% 4.37%
138kV 6 153 3.92% 6.72% 138kV 21 269 7.81% 6.90% 138kV 26 227 11.45% 6.53%
161kV 9 45 20.00% 14.49% 161kV 14 103 13.59% 11.04% 161kV 12 111 10.81% 7.45%
230kV 6 99 6.06% 8.81% 230kV 15 99 15.15% 9.37% 230kV 12 85 14.12% 8.81%
345kV 12 97 12.37% 7.66% 345kV 3 87 3.45% 6.74% 345kV 5 100 5.00% 5.46%
500kV 1 4 25.00% 17.39% 500kV 0 6 0.00% 12.62% 500kV 0 6 0.00% 7.50%
HVdc 0 1 0.00% 0.00% HVdc 0 4 0.00% 0.00% HVdc 0 28 0.00% 0.00%

TOTAL 54 551 9.80% 7.17% TOTAL 73 772 9.46% 7.50% TOTAL 73 768 9.51% 6.23%



ERO Misop Rates



Operations Comparison
2021 2017 – 2020

Thru Q3
Voltage 
Class 2020 2019 2018 2017 Avg

<100kV 
(BES) 43 70 76 78 67

100kV 5 0 0 0 1
115kV 616 736 826 756 734
138kV 704 951 854 1010 880
161kV 341 370 342 424 369
230kV 304 327 335 315 320
345kV 336 526 441 431 434
500kV 11 4 3 10 7
HVdc 56 46 35 36 43

TOTAL 2416 3030 2912 3060 2855

Thru Q3
Voltage 
Class

Ops 
Count

<100kV 
(BES) 57

100kV 0
115kV 510
138kV 649
161kV 259
230kV 283
345kV 284
500kV 16
HVdc 33

TOTAL 2091



Misoperations Comparison
2021 2017 – 2020

Thru Q3
Voltage 

Class 2020 2019 2018 2017 Avg

<100kV 
(BES) 1 5 4 4 4

100kV 0 0 0 0 0
115kV 53 58 60 67 60
138kV 58 53 77 66 64
161kV 42 32 42 53 42
230kV 23 26 33 28 28
345kV 31 39 30 41 35
500kV 3 1 1 1 2
HVdc 1 1 2 0 1
TOTAL 212 215 249 260 234

Thru Q3
Voltage 
Class

MisOps
Count

<100kV 
(BES) 8

100kV 0
115kV 50
138kV 53
161kV 35
230kV 33
345kV 20
500kV 1
HVdc 0

TOTAL 200



Questions?



                                                                     
 

                         

 
 

 
AGENDA 8 

Misoperations 

b. Technical Discussions 

i. Failure Modes and Mechanisms Task Force 

Richard Hackman, NERC 
 

Action 
Information 

Report 
Richard Hackman will provide an overview during the meeting.  



RELIABILITY | RESILIENCE | SECURITY

Examining Cold Weather Generator 
Failures using a Failure Modes & 
Mechanisms Approach
Plus: Cold  Weather Prep Resources 
Rick Hackman
February 7, 2022
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February 2021 Cold Weather Event
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February 2021 Cold Weather Event
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ERCOT Report on Generation loss

http://www.ercot.com/content/wcm/lists/226521/ERCOT_Winter_Storm_Generator_Outages_By_Cause_Updated_Report_4.27.21.pdf

http://www.ercot.com/content/wcm/lists/226521/ERCOT_Winter_Storm_Generator_Outages_By_Cause_Updated_Report_4.27.21.pdf


RELIABILITY | RESILIENCE | SECURITY5

Early Morning 2/15/2021
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February 2021 Cold Weather Event

https://www.nerc.com/comm/RSTC_Reliability
_Guidelines/Gas_Electric_Guideline.pdf

https://www.nerc.com/comm/RSTC_Reliability_Guidelines/Gas_Electric_Guideline.pdf
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2011

2014

2018

Cold Weather Information Resources
Prior to the February 2021 Event 
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Pictures from 2011 Cold Weather 
Event Training Package
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Gap in insulation

Exposed valves emerge from thermal 
insulation and are not heat traced. 

Pictures from 2011 Cold Weather 
Event Training Package
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Frozen Valves:
Inspect and maintain thermal 

insulation on all units.  

Removal of insulating blanket in summer, failure to reinstall for winter. 

Pictures from 2011 Cold Weather 
Event Training Package



RELIABILITY | RESILIENCE | SECURITY11

Add Insulation blankets and Heat Tracing

Pictures from 2011 Cold Weather 
Event Training Package
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Pictures from 2011 Cold Weather 
Event Training Package

Corroded Freeze Protection Panel

Heat Tracing 
does no good 
without power 
or a way to 
turn it on
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FERC - NERC - Regional Entity Staff 
Report

FERC - NERC - Regional 
Entity Staff Report:
The February 2021 Cold 
Weather Outages
in Texas and the South 
Central United States
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FERC/NERC ERO Report Identified 
Gas Generator Cold Weather Issues



RELIABILITY | RESILIENCE | SECURITY15

FERC/NERC ERO Report Identified 
Coal Generator Cold Weather Issues
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FERC/NERC ERO Report Identified 
Coal Generator Cold Weather Issues
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Failure Modes and Mechanisms

Video on Failure Modes & Mechanisms https://vimeopro.com/nerclearning/cause-coding/video/208745179

NERCTV

https://vimeopro.com/nerclearning/cause-coding/video/208745179
https://vimeopro.com/nerclearning/cause-coding/video/208745179
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Failure Modes and Mechanisms

• Failure Modes are what gets your attention

• Failure Mechanisms are how the equipment gets going 
on the path to a failure
• Equipment Failures have logical cause-and-effect 

relationships behind them. 
• Physical Evidence Examination and Root Cause 

Analysis can reveal what Failure Mechanisms were 
involved.

• Aging is not a ‘cause.’ It is just a catch-all term for slow 
moving Failure Mechanisms. 

• Failure Mechanisms are detectable. Many can be 
stopped, or at least slowed down so they can be 
corrected before causing a failure.
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Generic Failure Modes & Mechanisms LayoutFailed Equipment Type

Failure Mode 1 Failure Mode 2 Failure Mode 3

Failure 
Mechanism 1

Failure 
Mechanism 1

Failure 
Mechanism 1

Failure 
Mechanism 2

Failure 
Mechanism 2

Failure 
Mechanism 2

Failure 
Mechanism 3

How this 
develops
How this 
develops

More detail, notes, 
cures, salves...

More detail, notes, 
cures, salves...

And 
then...

And 
then...

How this 
develops
How this 
develops

OrOr

ThisThis ThatThat

++

A required 
condition

A required 
condition

Another 
required 
condition

Another 
required 
condition

1

1

LL20180101

Generic Failure Modes and Mechanisms Layout



RELIABILITY | ACCOUNTABILITY20

Sample Failure Modes and Mechanisms Diagram

As blocks fail, the 
voltage required to 
trigger is reduced.

The device may see 
frequent or continuous 

operation

Severe Corona 
might be visible in 

the dark.  UV 
camera can see it 

during day.

Partial discharge
from developing 
internal fault is 

detectable as RF. Also 
heating can be seen 

on IR camera

Leakage
Current is 

detectable on the
Ground Wire

using a current
shunt

Drought conditions can 
make this more likely 
(doesn’t get washed off)

Surge Arrester
Failure Modes & Mechanisms

Revision 1.01

Metal Oxide (ZnO)
Thermal Runaway
Expect rapid failure if  >>1500A/cm2

Metal Oxide (ZnO)
Block Failure

Silicon Carbide (SiC)
Thermal Runaway

Silicon Carbide (SiC)
Block Failure

Successive
Block Failures by Shorting

Accelerates 
failure of 

additional blocks

High Internal Pressure 
and Temperature / 

Rapid Energy Release

Continuous or 
Frequent Operation

Or High Leakage 
Current is Detectable 

with IR 
Camera

Cu
rr

en
t D

en
sit

y 
>4

00
A/

cm
2

Cu
rr

en
t D

en
sit

y 
<4

00
A/

cm
2

If energy is absorbed 
faster than the 

Arrester Housing can 
dissipate it as heat

Metal Oxide 
temperature rises 

above thermal stability 
limit

AND

Voltage > Max Continuous 
Operating Voltage (MCOV)

Higher than 
normal Voltage

If 
la

rg
e 

am
ou

nt
 

of
 e

ne
rg

y

If low amount of 
energy failure is 

unlikely

Anything that 
heats up the 

block prior to the 
surge assists this

Air space acts as 
insulation.  

Fiberglass wrap 
and is better

1

1

Lightning, 
Various 

Transients

2

If energy is absorbed 
faster than the 

Arrester Housing can 
dissipate it as heat

SiC temperature rises 
above thermal stability 

limit

AND

Anything that 
heats up the block 
prior to the surge 
assists this

Air space acts as insulation. Fiberglass 
wrap is better. Some use sand or 
aluminum oxide mixed in a polymer

SiC has more current flow 
than ZnO for a given voltage, 
so it heats up more

Moisture and 
contaminants from seal 
failure assists this

Ozone, arcing 
and corona 
assists this

High internal 
pressure
Kaboom!

Mechanical Failure

Mechanical 
Overload

Impact

Cyclic 
Mechanical 

Loading

Blown objects

Gunshot

Vehicle

Attached 
Weight

Line Tension

Strong Local 
Vibration 

Source

Wind (line 
movement)

Seismic Events 

Seismic Events 

2

High internal 
pressure
Kaboom!

Porcelain Housing – 
Rapid Stress Crack 

Propagation

Polymer Housing – 
Tends to blow out / 

shred

If violent internal pressure driven, this 
is a Personnel Safety Hazard. Shrapnel 
may damage other nearby equipment

Not as much a Personnel Safety 
Hazard as Porcelain . Very unlikely to 

damage other nearby equipment

Some arrestors are equipped with Rupture 
Diaphragms and relief vents that attempt to 

avoid the explosive shattering porcelain hazard 

External Fault

Salt

Bird 
Excrement

Local 
Pollutants

Glaze / Coating 
deterioration

(easier to stick to)

Animal

Blown objects

Bridging by object

Thrown 
objects

UV

Heat

Erosion
(usually wind driven grit / sand)

Contamination

M
or

e 
of

 a
 p

ro
bl

em
 fo

r 
po

lym
er

Snow / Ice 
Coating

Contains plenty of  
uric acid and salts, 
which are conductive

As
si

st
s

Vegetation 
Growth

Internal Fault / 
Tracking

Breakdown of 
Carbon bearing 

materials

Seal failure

Moisture 
intrusion

Foreign Material

Salts

Corrosion of 
springs and other 

metal internals

Voltage Stress
(otherwise conductive material 

deposits are random, not lined up 
for tracking)

AND

OR

Spark Gap
Grading Resistor

SiC Block

Rupture 
Diaphragm

Rupture 
Diaphragm

End Seal

End Seal

End Seal

End Seal

Relief Vent /
Blast Guide

Relief Vent /
Blast Guide

Metal Oxide (ZnO) 
Block

Hold-Down
Spring

Housing and Sheds 
(Porcelain or Polymer)

Lower Voltage Required to trigger:
Frequent or Continuous operation

SiC generally has a shorter 
service life than ZnO 

O-Ring Degradation

Operation and 
Temperature Cycling

Expansion Bellows / 
Rupture Disc Fatigue

Impact Damage

Off Center /
Attachment stresses

Fatigue failure more likely if seal / 
rupture disc has sharp step changes 
instead of rounded profile – think 
ziggurat vs baby food jar lid

UV (if exposed)Too Cold for Material 
(shrinks, opens)

Ozone

Elastomer softens, 
expands or dissolves  

Exposure to an 
incompatible 
organic fluid or 
vapor (can be 
airborne 
pollutants, oils, 
solvents, fuels)

Inorganic Chemical 
Attack (Acids, Bases) 

Elastomer shrinks, 
hardens, cracks, may 

‘take a permanent set’  

Some agricultural 
chemicals, fossil 
fuel burning 
exhaust, NOx, 
SOx, etc.

Assembly error, Installation off-center or 
high mechanical tension issues, 
Attachment mechanical bending stress 
issues, Very Strong Winds

4
4

Note: The majority of Surge 
Arrester Failures pass through Seal 

Failure and Moisture Intrusion
4

Some of 
this Group is 

Detectable by
external 

examination

Open / High Resistance 
Loss of Function / 

Threshold Too High

Stolen Ground

Corroded Lead or 
connection

Other lead / 
connection 

failures

3

Loose Connection 
(either end)

Gap Operating 
Voltage Change

Gap Grading 
Resistor Shorted

Moisture and 
contaminants from 

seal failure

Ozone (from arcing or 
corona in air) chemical 

attack  

Corrosion leads to 
dimensional 

changes

Deposits of melted 
gap plate material Previous operations

3

Lower Voltage Required
(gap smaller, conductive deposits 

closer to bridging)

Higher Voltage Required
(gap larger, resistive coatings/deposits)

Vaporization / 
Redistribution of 

gap plate material

4

More 
current 

leakage and 
heating with 
more block 

damage

Heating From 
Surge 

Operation
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Generic Gas Unit Cold Weather Issues
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Generic Gas Unit Cold Weather Issues

Frozen Valves
Inlet Air System Plugged with 

Snow / Frozen Louvers

See NERC Reliability Guideline: Gas and 
Electrical Operational Coordination 

Considerations

Control Air line frozen / 
plugged

Equipment 
Critical to Unit 

Operation 
Freezing / Failure

Lack of Fuel Electric Power 
Issue

Equipment 
Failures other 
than weather 

related

Gas line 
pressure too 

low

Gas Well 
Head 

Freeze Offs

Gas pipeline 
compressors 

fail

Lack of 
Protection 

from Weather

Compressor 
Equipment 

Failures other 
than weather 

related

Backup 
Power 
source 
failed

No 
provision 

for 
backup 
power

Weather 
Related 

Compressor 
Equipment 

Failure

Conditions 
Beyond Design 

Basis

Weather 
Protection 

Failed

Failure to 
Weatherize

Assumed Risk

Unable to 
Anticipate 
Conditions

Failure to 
Inspect/Test/

Maintain 
Weatherization

Flaw in Design

Supporting 
System Failed

Grid Power 
Removed

+

OR

Gas Shutoff to 
Generator

Gas System 
Demand Exceeds 

Capacity

Weather Severity and 
Duration Capable 

Causing Failure

+

Lack of 
Protection 

from Weather

Conditions 
Beyond Design 

Basis

Weather 
Protection 

Failed

Failure to 
Weatherize

Assumed Risk

Unable to 
Anticipate 
Conditions

Failure to 
Inspect/Test/

Maintain 
Weatherization

Flaw in Design Supporting 
System Failed

Weather Severity and 
Duration Capable 

Causing Failure

+

3

OR

Grid Frequency 
or Voltage Out 

of Band

3

Load Shed 
Operations

Transmission 
Equipment 

Failure

1

Failures not related 
   

 

OR

3 Weather Related 

2

Lack of Firm 
Contract to Supply 
in an Emergency

High 
Demand 
for Gas

Exposed 
Pipeline 
Frozen

+

Gas Diverted 
to High 

Priority Uses

Note:
Underground Pipe 
is protected from

freezing

Failures not related 
to electrical power 

or weather

OR

3Weather Related 
Failure

Conditions 
Beyond Unit 
Design Basis

Vendor’s Low 
Temperature Auto-

Cutoff Exceeded

Below Lubricant 
Low Temperature 

Limit

Ice / Snow Load 
induced Mechanical 

Failure

Component Cold 
Brittle Fracture

Vents / Louvers /
Radiators 

Overwhelmed/
blocked / stuck by 

snow / ice

Below Hydraulic 
Fluid Low 

Temperature Limit

Exposed Mechanical 
Linkage iced over / 

frozen

Load not balanced 
with Generation

Other Large 
Source has 

Oscillating Output

Inadequately 
controlled small 
system / Island

1

No Onsite 
Storage or 

Storage Empty

Insulation 
Heat Tracing
Temporary Local Heaters
Installed Building Space Heating
Wind Barriers
Heat Guns

The Primary Failure Mode for 
Feb 2021 Gas Generation Loss
The Primary Failure Mode for 
Feb 2021 Gas Generation Loss
The Primary Failure Mode for 
Feb 2021 Gas Generation Loss

Flow/Pressure Instrument/
Sensing line/Transmitter  

frozen/plugged

The Most Common Failures Seen 
in Feb 2021 Gas Generation Loss
The Most Common Failures Seen 
in Feb 2021 Gas Generation Loss
The Most Common Failures Seen 
in Feb 2021 Gas Generation Loss

Weather 
Related 

Equipment 
Failures

The Second Main Failure Mode for 
Feb 2021 Gas Generation Loss

The Second Main Failure Mode for 
Feb 2021 Gas Generation Loss

The Second Main Failure Mode for 
Feb 2021 Gas Generation Loss



RELIABILITY | RESILIENCE | SECURITY23

Generic Gas Unit Cold Weather Issues

4

Control Failure Other
Unable to Return 
to Service from 

Prior Outage

Not ready to return from 
prior maintenance/

repair outage

Failed restart 
attempt

Equipment Failed 
upon restart 

attempt

Not a Blackstart 
Unit and 

inadequate 
supporting power 

available.

Blackstart Capable 
Unit but could not 

be started.

3 3

Start Signal 
(Control) Failure

Remote Control
Failure

Internal Plant 
Control
Failure

4

4 1

Control Center 
Equipment 

Failures

Communications 
Signal Interrupted

 Receiver (Unit 
Side) Failure

Control Center 
Power Loss

Control Power 
Loss

Control 
Equipment 

Failures

Physical Fiber / 
Signal Line Failure

EMI / RFI

Communications 
Provider (Vendor / 
Contractor) Failure

Communications 
Supporting 

Equipment Failure

Failures not related 
to electrical power 

or weather

OR

3 Weather Related 
Failure

Failures not related 
to weather

OR

Weather Related 
Failure

Failures not related 
to electrical power 

or weather

OR

3 Weather Related 
Failure

No Fuel

2

Not ready to return from 
prior standby/mothball 

outage

5

Electronics 
Overheat & 

Shutdown or Fail

Conductor, 
Cable, or Fiber 

Material 
Failure due to 
Wind, Snow or 

Ice Loading Ventilation Blocked 
by Snow/Ice

Supporting 
Structure or 
Attachment 

Failure due to 
Wind, Snow or  

Ice Loading

5

OR

5

5

21
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Wind Generator Cold Weather Issues

Not using coldest 
potential weather design 

package

Inverter lower 
temperature limit 

reached

Blade Deice / Ice Removal 
System Failure

UPS Battery Cold Limit 
Exceeded

Heat Trace Failure

Other

Send Failure Modes and Mechanisms 
Improvement Comments, Corrections, 
Additions, Lessons Learned, 
Diagnostics / Symptom Monitoring 
Ideas, & Failed Equipment Photos to:

Richard Hackman
Sr. Event Analysis Advisor
North American Electric Reliability Corporation
3353 Peachtree Road NE, Suite 600 – North Tower
Atlanta, GA 30326
404-446-9764 office | 404-576-5960 cell
Email Richard.Hackman@nerc.net 

See NERC Reliability Guideline: Generating 
Unit Winter Weather Readiness

Nothing to synch to

Unable to Return 
to Service from 

Prior Outage

Not ready to return from 
prior maintenance/

repair outage

Failed 
reconnect 
attempt

Equipment Failures
Inadequate 

supporting power 
available.

3

Control Signal  
Failure

4 1

Inadequate Wind

2

Not ready to return from 
prior standby/mothball 

outage

See NERC LL20170701 
Loss of Wind Turbines due to Transient Voltage 
Disturbances on the Bulk Transmission System

Control Failure

Remote Control
Failure

Local Control
Failure

4

Control Center 
Equipment 

Failures

Communications 
Signal Interrupted

 Receiver (Unit 
Side) Failure

Control Center 
Power Loss

Control Power 
Loss

Control 
Equipment 

Failures

Physical Fiber / 
Signal Line Failure

EMI / RFI

Communications 
Provider (Vendor / 
Contractor) Failure

Communications 
Supporting 

Equipment Failure

Failures not related 
to electrical power 

or weather

OR

3 Weather Related 
Failure

Failures not related 
to weather

OR

Weather Related 
Failure

Failures not related 
to electrical power 

or weather

OR

3 Weather Related 
Failure

Cyber Attack

Inadequate Wind

2

See NERC LL20120901
Wind Farm Winter Storm Issues

Unit Equipment 
Failure

Equipment 
Failures other 
than weather 

related

Lack of 
Protection 

from Weather

Weather Severity and 
Duration Capable 

Causing Failure

+

1

See NERC Reliability Guideline: Inverter-
Based Resource Performance Guideline

Backup Power 
source failed

No provision 
for backup 

power

Grid Power 
Connection 
Removed

+

OR

OR

3

Load Shed 
Operations

Transmission 
Equipment 

Failure

Electric Power 
Issue

Grid Frequency 
or Voltage Out 

of Band

Wind Generator Failures 
During Cold Weather

5

5

5

Electronics 
Overheat & 

Shutdown or Fail

Conductor, 
Cable, or Fiber 

Material 
Failure due to 
Wind, Snow or 

Ice Loading Ventilation Blocked 
by Snow/Ice

Supporting 
Structure or 
Attachment 

Failure due to 
Wind, Snow or  

Ice Loading

5

OR

Weather 
Protection 

Failed

Failure to 
Inspect/Test/

Maintain 
Weatherization

Flaw in Design

Supporting 
System Failed

Failures not related 
to electrical power 

or weather

OR

3 Weather Related 
Failure

See NERC LL20200601 Unanticipated 
Wind Generation Cutoffs during a Cold 

Weather Event

Conditions 
Beyond Design 

Basis

Vendor’s Low 
Temperature 
Auto-Cutoff 

Exceeded

Lubricant Low 
Temperature 

Limit Exceeded

Ice / Snow 
Load induced 
Mechanical 

Failure

Wind Loading 
Exceeded (past 

feathering 
capabiliity)

Vents / 
Louvers /
Radiators 

Overwhelmed/
blocked / stuck 
by snow / ice

Ice / Snow 
freeze moving 
parts in place 

or cause 
imballance.

Failure to 
Weatherize

Assumed Risk

Unable to 
Anticipate 
Conditions

The Primary Failure Mode for 
Feb 2021 Wind Generation 

Loss

The Primary Failure Mode for 
Feb 2021 Wind Generation 

Loss

The Primary Failure Mode for 
Feb 2021 Wind Generation 

Loss

Blade Icing

The Most Common 
Failure Seen in Feb 2021 

Wind Generation Loss

The Most Common 
Failure Seen in Feb 2021 

Wind Generation Loss

The Most Common 
Failure Seen in Feb 2021 

Wind Generation Loss

Weather 
Related 

Equipment 
Failures
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Wind Generator Cold Weather Issues

Not using coldest 
potential weather design 

package

Inverter lower 
temperature limit 

reached

Blade Deice / Ice Removal 
System Failure

UPS Battery Cold Limit 
Exceeded

Heat Trace Failure

Inadequate Wind

2

See NERC LL20120901
Wind Farm Winter Storm Issues

Unit Equipment 
Failure

Equipment 
Failures other 
than weather 

related

Lack of 
Protection 

from Weather

Weather Severity and 
Duration Capable 

Causing Failure

+

1

See NERC Reliability Guideline: Inverter-
Based Resource Performance Guideline

Backup Power 
source failed

No provision 
for backup 

power

Grid Power 
Connection 
Removed

+

OR

OR

3

Load Shed 
Operations

Transmission 
Equipment 

Failure

Electric Power 
Issue

Grid Frequency 
or Voltage Out 

of Band

Weather 
Protection 

Failed

Failure to 
Inspect/Test/

Maintain 
Weatherization

Flaw in Design

Supporting 
System Failed

Failures not related 
to electrical power 

or weather

OR

3 Weather Related 
Failure

See NERC LL20200601 Unanticipated 
Wind Generation Cutoffs during a Cold 

Weather Event

Conditions 
Beyond Design 

Basis

Vendor’s Low 
Temperature 
Auto-Cutoff 

Exceeded

Lubricant Low 
Temperature 

Limit Exceeded

Ice / Snow 
Load induced 
Mechanical 

Failure

Wind Loading 
Exceeded (past 

feathering 
capabiliity)

Vents / 
Louvers /
Radiators 

Overwhelmed/
blocked / stuck 
by snow / ice

Ice / Snow 
freeze moving 
parts in place 

or cause 
imballance.

Failure to 
Weatherize

Assumed Risk

Unable to 
Anticipate 
Conditions

The Primary Failure Mode for 
Feb 2021 Wind Generation 

Loss

The Primary Failure Mode for 
Feb 2021 Wind Generation 

Loss

The Primary Failure Mode for 
Feb 2021 Wind Generation 

Loss

Blade Icing

The Most Common 
Failure Seen in Feb 2021 

Wind Generation Loss

The Most Common 
Failure Seen in Feb 2021 

Wind Generation Loss

The Most Common 
Failure Seen in Feb 2021 

Wind Generation Loss

Weather 
Related 

Equipment 
Failures
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Wind Generator Cold Weather Issues

See NERC LL20170701 
Loss of Wind Turbines due to Transient Voltage 
Disturbances on the Bulk Transmission System

Control Failure

Remote Control
Failure

Local Control
Failure

4

Control Center 
Equipment 

Failures

Communications 
Signal Interrupted

 Receiver (Unit 
Side) Failure

Control Center 
Power Loss

Control Power 
Loss

Control 
Equipment 

Failures

Physical Fiber / 
Signal Line Failure

EMI / RFI

Communications 
Provider (Vendor / 
Contractor) Failure

Communications 
Supporting 

Equipment Failure

Failures not related 
to electrical power 

or weather

OR

3 Weather Related 
Failure

Failures not related 
to weather

OR

Weather Related 
Failure

Failures not related 
to electrical power 

or weather

OR

3 Weather Related 
Failure

Cyber Attack

Electronics 
Overheat & 

Shutdown or Fail

Conductor, 
Cable, or Fiber 

Material 
Failure due to 
Wind, Snow or 

Ice Loading Ventilation Blocked 
by Snow/Ice

Supporting 
Structure or 
Attachment 

Failure due to 
Wind, Snow or  

Ice Loading

5

OR

Nothing to synch to

Unable to Return 
to Service from 

Prior Outage

Not ready to return from 
prior maintenance/

repair outage

Failed 
reconnect 
attempt

Equipment Failures
Inadequate 

supporting power 
available.

3

Control Signal  
Failure

4 1

Inadequate Wind

2

Not ready to return from 
prior standby/mothball 

outage

Other
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Common Causes of Cold Weather Issues

Frozen Valves
Inlet Air System Plugged with 

Snow / Frozen Louvers

      
   

Control Air line frozen / 
plugged

 
   

 
  

    

Equipment 
Failures other 
than weather 

related

Gas line 
pressure too 

low

Gas Well 
Head 

Freeze Offs

Gas pipeline 
compressors 

fail

Lack of 
Protection 

from Weather

Compressor 
Equipment 

Failures other 
than weather 

related

Backup 
Power 
source 
failed

No 
provision 

for 
backup 
power

Weather 
Related 

Compressor 
Equipment 

Failure

Conditions 
Beyond Design 

Basis

Weather 
Protection 

Failed

Failure to 
Weatherize

Assumed Risk

Unable to 
Anticipate 
Conditions

Failure to 
Inspect/Test/

Maintain 
Weatherization

Flaw in Design

Supporting 
System Failed

Grid Power 
Removed

+

OR

Gas Shutoff to 
Generator

Gas System 
Demand Exceeds 

Capacity

Weather Severity and 
Duration Capable 

Causing Failure

+

Lack of 
Protection 

from Weather

Conditions 
Beyond Design 

Basis

Weather 
Protection 

Failed

Failure to 
Weatherize

Assumed Risk

Unable to 
Anticipate 
Conditions

Failure to 
Inspect/Test/

Maintain 
Weatherization

Flaw in Design Supporting 
System Failed

Weather Severity and 
Duration Capable 

Causing Failure

+

3

OR

Grid Frequency 
or Voltage Out 

of Band

Load Shed 
Operations

Transmission 
Equipment 

Failure

Failures not related 
to electrical power 

or weather

OR

3 Weather Related 
Failure

Lack of Firm 
Contract to Supply 
in an Emergency

High 
Demand 
for Gas

Exposed 
Pipeline 
Frozen

+

Gas Diverted 
to High 

Priority Uses

Note:
Underground Pipe 
is protected from

freezing

Failures not related 
to electrical power 

or weather

OR

3Weather Related 
Failure

Conditions 
Beyond Unit 
Design Basis

Vendor’s Low 
Temperature Auto-

Cutoff Exceeded

Below Lubricant 
Low Temperature 

Limit

Ice / Snow Load 
induced Mechanical 

Failure

Component Cold 
Brittle Fracture

Vents / Louvers /
Radiators 

Overwhelmed/
blocked / stuck by 

snow / ice

Below Hydraulic 
Fluid Low 

Temperature Limit

Exposed Mechanical 
Linkage iced over / 

frozen

Load not balanced 
with Generation

Other Large 
Source has 

Oscillating Output

Inadequately 
controlled small 
system / Island

1

No Onsite 
Storage or 

Storage Empty

Insulation 
Heat Tracing
Temporary Local Heaters
Installed Building Space Heating
Wind Barriers
Heat Guns

     
    
     
    
     
    

Flow/Pressure Instrument/
Sensing line/Transmitter  

frozen/plugged

     
     

     
     

     
     

Weather 
Related 

Equipment 
Failures
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Current References

https://www.nerc.com/comm/RSTC_Reliability
_Guidelines/Gas_Electric_Guideline.pdf

https://www.nerc.com/comm/RSTC_Reliability_Guidelines/Gas_Electric_Guideline.pdf
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Richard Hackman
Sr. Event Analysis Advisor
North American Electric Reliability Corporation
3353 Peachtree Road NE, Suite 600 – North Tower
Atlanta, GA 30326
404-446-9764 office | 404-576-5960 cell
Email Richard.Hackman@nerc.net
NERC Lessons Learned webpage

Examining Cold Weather Generator Failures 
using a Failure Modes & Mechanisms Approach

mailto:Richard.Hackman@nerc.net
https://www.nerc.com/pa/rrm/ea/Pages/Lessons-Learned.aspx
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NERC Information Resources on  
Cold Weather Preparation and BPS Impacts  
NERC has collected and shared information on cold weather 
preparation and BPS impacts for years via Webinars, Special 
Reports, Lessons Learned, Failure Modes & Mechanisms, and other 
resources. 

Here are links to some cold weather resources: 

Reports on major BPS-impacting Cold Weather events 
Outages and Curtailments during the Southwest Cold Weather 
Event of February 1-5, 2011 

Winter Weather Readiness for Texas Generators, (2011) 

January 2014 Polar Vortex Review 

The South Central United States Cold Weather Bulk Electric System Event of January 17, 2018 (There are a 
number of ‘sound practices’ from the industry, starting on page 100.)   

The Generating Unit Winter Weather Readiness Reliability Guideline Version 3 (Dec 2020) is a resource for 
helping develop generator cold weather preparation plans. 

FERC - NERC - Regional Entity Staff Report: The February 2021 Cold Weather Outages in Texas and the South 
Central United States 

Other Cold Weather Reports and Training Materials can be found on this site. 

Cold weather related Lessons Learned:  
LL20110902 Adequate Maintenance and Inspection of Generator Freeze Protection 
LL20110903 Generating Unit Temperature Design Parameters and Extreme Winter Conditions 
LL20111001 Plant Instrument & Sensing Equipment Freezing Due to Heat Trace & Insulation Failures 
LL20120101 Plant Onsite Material and Personnel Needed for a Winter Weather Event 
LL20120102 Plant Operator Training to Prepare for a Winter Weather Event 
LL20120103 Transmission Facilities and Winter Weather Operations 
LL20120901 Wind Farm Winter Storm Issues 
LL20120902 Transformer Oil Level Issues During Cold Weather 
LL20120903 Winter Storm Inlet Air Duct Icing 
LL20120904 Capacity Awareness During an Energy Emergency Event 
LL20120905 Gas and Electricity Interdependency 
LL20180702 Preparing Circuit Breakers for Operation in Cold Weather  (also 2018 Webinar w/FMM) 
LL20200601 Unanticipated Wind Generation Cutoffs during a Cold Weather Event 
LL20201101 Cold Weather Operation of SF6 Circuit Breakers 

Winter Weather Webinars from 2012 – 2021 can be found on this site.  

Annual Winter Reliability Assessments 2003/2004 thru 2021/2022 can be found on this site. 

(as of 11/22/2021) 

https://www.nerc.com/pa/rrm/ea/February%202011%20Southwest%20Cold%20Weather%20Event/SW_Cold_Weather_Event_Final.pdf
https://www.nerc.com/pa/rrm/ea/February%202011%20Southwest%20Cold%20Weather%20Event/SW_Cold_Weather_Event_Final.pdf
http://www.ercot.com/content/meetings/other/keydocs/2011/20110608-OTHER/Winter_Weather_Readiness_for_Texas_Generators1.doc
https://www.nerc.com/pa/rrm/January%202014%20Polar%20Vortex%20Review/Polar_Vortex_Review_29_Sept_2014_Final.pdf
https://www.nerc.com/pa/rrm/ea/Documents/South_Central_Cold_Weather_Event_FERC-NERC-Report_20190718.pdf#search=South%20Central%20United%20States%20Cold%20Weather
https://www.nerc.com/comm/OC_Reliability_Guidelines_DL/Reliability_Guideline_Generating_Unit_Winter_Weather_Readiness_v3_Final.pdf
https://www.ferc.gov/media/february-2021-cold-weather-outages-texas-and-south-central-united-states-ferc-nerc-and
https://www.ferc.gov/media/february-2021-cold-weather-outages-texas-and-south-central-united-states-ferc-nerc-and
http://www.nerc.com/pa/rrm/ea/Pages/February-2011-Southwest-Cold-Weather-Event.aspx
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20110902_Adequate_Maintenance_and_Inspection_of_Generator_Freeze_Protection.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20110903_Generating_Unit_Temperature_Design_Parameters_and_Extreme_Winter_Conditions.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20111001_Plant_Instrument_and_Sending_Equipment_Freezing_Due_to_Heat_Trace_and_Insulation_Failures.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120101_Plant_Onsite_Material_and_Personnel_Needed_for_a_Winter_Weather_Event.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120102_Plant_Operator_Training_to_Prepare_for_a_Winter_Weather_Event.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120103_Transmission_Facilities_and_Winter_Weather_Operations.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120901_Wind_Farm_Winter_Storm_Issues.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120902_Transformer_Oil_Level_Issues_During_Cold_Weather.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120903_Winter_Storm_Inlet_Air_Duct_Icing.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120904_Capacity_Awareness_during_an_Energy_Emergency_Event.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20120905_Gas_and_Electricity_Interdependency.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20180702_Preparing_Circuit_Breakers_for_Operation_in_Cold_Weather.pdf
http://cc.readytalk.com/play?id=hdeicq
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20200601_Unanticipated_Wind_Generation_Cutoffs_during_a_Cold_Weather_Event.pdf
https://www.nerc.com/pa/rrm/ea/Lessons%20Learned%20Document%20Library/LL20201101_SF6_CB_Operation_during_Cold_Weather.pdf
https://www.nerc.com/pa/rrm/Pages/Webinars.aspx
https://www.nerc.com/pa/RAPA/ra/Pages/default.aspx


                                                                     
 

                         

 
 

 
AGENDA 8 

Misoperations 

b. Technical Discussions 

ii. Out of Step Tripping 

Kevin Jones, Xcel Energy 
 

Action 
Information 

Report 
Kevin Jones will provide an overview during the meeting. 

 



Xcel Energy Out-Of-Step 
Settings Philosophy
Presented by Kevin W. Jones, P.E.

Consulting Engineer, System Protection Engineering

Presented To:  MRO Protective Relay Subgroup
February 22, 2022



Outline

What are we Going to Learn?

2

 SEL 400 Series Swing Center Voltage (SCV) PSB Settings
 SEL 400 Series SCV OST Settings
 SEL 311 Series Customized Out-Of-Step Tripping (OST)



Xcel Energy’s Philosophy Guidance

What Industry Document Drives Xcel’s OOS Philosophy?

3

 IEEE Power System Relaying and Control Committee Working 
Group D29



SEL 400 Series SCV PSB Settings

How Difficult are SCV PSB Settings?

4

 PSB Settings at remote ends of OST lines with SEL 400 series 
relays need to be changed to use SCV to be compatible with SCV 
OST settings

 Only 3-settings will typically be needed:  EOOS = Y1, OOSB1 = Y, 
OOSB2 = Y

 That’s it!!!



SEL 400 Series SCV OST Settings

What about SCV OST Settings?

5

 SCV OST settings are a little more difficult
 In addition to PSB settings, 4-reactance and 4-resistance blinders 

need to be set, EOOST = O (TOWO), 50ABCP = 1.00
 The reactance and resistance blinders are set the same as the SEL 

311 series blinders (described later)
 No timer settings are required!



SEL 311/400 Series Blinder Settings

Resistance is Futile, But not When Setting Power Swing Relays!

6

 Set outer resistance blinders just inside the NERC PRC-023 load 
region

 Start with conductor limit – use maximum power transfer if 
conductor limit won’t work



SEL 311/400 Series Blinder Settings

Resistance is Futile, But not When Setting Power Swing Relays!

7

 Set inner resistance blinders between 120 – 150 degree system 
angle
 Use maximum generation profile, excluding adjacent wind 

farms
 This ensures compliance with NERC PRC-026

 Set such that the calculated slip rate is at least 2.5 – 3.0 Hz with a 
target of 3.0 Hz

 OST time delay target range is 2.0 – 2.5 cycles, with absolute 
minimum of 1.75 cycles

 Set outside zone 2 if possible
 If not, set outside zone 1 if possible
 If not, set at least double the calculated 3-phase, double arc fault 

impedance



SEL 311/400 Series Blinder Settings

Resistance is Futile, But not When Setting Power Swing Relays!

8

 Establish required blinder setting to achieve 3.0 Hz slip rate

Get system source 
impedances by running CAPE 

Plot_Swing_Curve macro

𝐼𝐼𝑆𝑆 =
230,000

3 � 35.507∠81.08°
= 3,739.84∠ − 81.08 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴 𝐼𝐼𝑅𝑅 =

230,000
3 � 7.004∠85.39°

= 18,959.25∠ − 85.39 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴

Convert source impedances to 
amps to input into “Gene 
Henneberg” spreadsheet



SEL 311/400 Series Blinder Settings

Resistance is Futile, But not When Setting Power Swing Relays!

9

 Input line and source impedance data into OOS spreadsheet:



SEL 311/400 Series Blinder Settings
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 At the bottom of the spreadsheet, make sure all angles in rows 228 
and 230 are between 120 – 150 degrees
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 At the bottom of the spreadsheet, make sure all angles in rows 228 
and 230 are between 120 – 150 degrees

 Check that cell E237 slip rate is at least 1080 degrees per second 
(1080/360 = 3 Hz)

 If not, override the OSTD to 2.00 cycles
Swing rate too low, so override 

OSTD timer to 2.00 cycles
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Resistance is Futile, But not When Setting Power Swing Relays!

12

 In CAPE, run plot_faults_with_arc_resistance macro
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 In CAPE, run plot_faults_with_arc_resistance macro
 Make sure that the arcing zone doesn’t come close to the inner 

resistance blinder!
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Reactance Blinders – To Infinity, and Beyond???

14

 Start at the end that has the weakest (largest) source impedance 
and weaken the system to the worst case single or double loop 
feed (this will typically be the worst case), but at very least worst N-
2 condition (at the voltage level of OST relay)

 If at a power plant, consider all generation OUT as N-0
 Do the same for the other end
 Use Plot_Swing_Curve macro in CAPE coordination graphics
 Set reactance blinders far enough north and south so that under 

extreme weak source, the entire power swing corridor will go 
through all four resistance blinders (using maximum generation) 
with ample margin (at least 2 – 3 ohms secondary) for worst case 
system conditions

 Set top and bottom inner reactance blinders to mirror each other
 Set the outer top and bottom reactance blinders to inner +/- 0.1 

ohms (secondary)
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 Reactance blinder settings example – Deaf Smith to Plant X 230 kV:

Start at the weak source

Strong source
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 Reactance blinder settings example – Deaf Smith to Plant X 230 kV:

TS
TS TS

TN

TN

Tie Texas South to Texas 
North via K21 and W40 

since only one 230 kV line
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 Reactance blinder settings example – Deaf Smith to Plant X 230 kV:
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 Reactance blinder settings example – Deaf Smith to Plant X 230 kV:

Ensure that the entire power 
swing corridor passes through 
all four resistance blinders with 

ample margin

Margin should be at least 2 – 3 ohms secondary 
(10 – 15 ohms primary, in this example)
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 Reactance blinder settings example – Deaf Smith to Plant X 230 kV:

Multiple 230 kV lines so 
no need to radialize with 

the 115 kV system
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 Reactance blinder settings example – Deaf Smith to Plant X 230 kV:
 Weak source is the 230/115 kV auto at Plant X
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 Reactance blinder settings example – Deaf Smith to Plant X 230 kV:
 Outage all generation and 230 kV lines, except line to Deaf Smith
 Run Plot_Swing_Curve macro to see if blinder settings are OK
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 Reactance blinder settings example – Deaf Smith to Plant X 230 kV:

Reactance Blinder setting are OK!
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 50Q2P – Typically set to 1 amp secondary if CTR is at least 240:1
 Must be set sensitive enough to pick up for a phase-to-phase 

fault that is seen by the reactance blinders at the end of their 
reach

 50G4P – Typically set to 1 amp secondary if CTR is at least 240:1
 Must be set sensitive enough to pick up for a SLG fault that is 

seen by the reactance blinders at the end of their reach
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 50Q2P Check for LL fault at Plant X 230 kV bus:

I2 is 808/240 = 3.36 amps 
secondary
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 50Q2P Check for LL fault at Bushland 230 kV bus:

I2 is 760/240 = 3.16 amps 
secondary

Setting of 1 – 2 amps OK
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Keeping our OST Settings Secure!!!
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 50G4P Check for LG fault at Plant X 230 kV bus:

3I0 is 1031/240 = 4.30 
amps secondary
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 50G4P Check for LG fault at Bushland 230 kV bus:

3I0 is 326/240 = 1.36 
amps secondary

Setting of 1 amp OK
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 SEL-311 Logic and Timer Settings:



SEL 311 Settings Summary

And Now, The Rest of the Story!!!

29

 SEL-311 RDB Supervisor Settings:
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 SEL-311 RDB Out-of-Step Settings:

Always set to “N” because we now 
have customized PSB

Always set to minimum value to 
allow fastest operation of UBOSB

Always set to “O” because TOWO 
is less likely to damage breaker

Set per previous slides; will 
change for each location

Always set to 1.00 for sensitivity

Set to calculated value on OOS 
spreadsheet

Always set to 2 PER SEL 
recommendation
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 SEL-311 RDB SV Timer Settings:
Make sure ALL 16 are enabled!!!
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 SEL-311 RDB SV Variable Input Equation Settings:
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 SEL-311 RDB Latch Bit Settings:
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And Now, The Rest of the Story!!!
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 SEL-311 RDB Trip Equation Settings:



35

Questions???





                                                                     
 

                         

 
 

 
AGENDA 8 

Misoperations 
c. Project Updates 

i. Instantaneous Ground Overcurrent 

Jake Bernhagen, PRS Technical Liaison 
 

Action 
Information 

Report 
Jake Bernhagen will provide an overview during the meeting.  

 



AGENDA 9 
MRO 2022 Regional Risk Assessment 
John Seidel, Principal Technical Advisor 

Action 
Information 

Report 
John Seidel will provide an overview during the meeting. 



Uncertainty of Winter Planning 
Reserve Margins

Analyses of recent system events indicate that actual sys-
tem conditions can and have exceeded forecast winter 

reserve margins, particularly during cold weather condi-
tions in the south central U.S. 

Generation Availability During 
Severe Cold Weather

Generation availability assumed during cold weather in 
the southern U.S. has been shown to be unrealistically 

high due to a lack of  generator winterization and natural 
gas curtailments. 

Lack of Energy Assurance Assessments
The rapidly changing resource mix requires rethinking the 
way in which generating capacity, energy supply, and load 

serving needs are studied. Energy assurance will need to 
be accurately assessed for all hours of the year with in-

creasing reliance on wind and solar as a fuel source. 

The risk of a cybersecurity event carried out 
through the vendor supply chain and possibly 
impacting reliability of the bulk power system re-
mains high. 

Supply Chain Compromise

The threat of an employee or a contractor using 
authorized access, wittingly or unwittingly, to do 
harm to the security of the bulk power system 
has increased given remote connectivity during 
the pandemic. 

Insider Threats

Vulnerability to a malware and/or ransomware 
attack on the bulk power system continues to in-
crease with modernization and the deployment 
of new technologies. 

Malware and/or Ransomware

Top risks to the reliable and secure operation of the North American bulk power system in MRO’s regional footprint.

Top Reliability Risks Top Security Risks

Bulk Power System Modeling Accuracy
The rapid increase in inverter-based resources, along with 

the changing characteristics and magnitude of load re-
lated to distributed energy resources (DER), is challenging 

current bulk power models. 

More information on these risks along with 
mitigation recommendations can be found in the full 

report here: www.mro.net 

MRO 2022 Regional Risk Assessment

https://www.mro.net/MRODocuments/2022%20MRO%20RRA.pdf


                                                                     
 

                         

 
 

 

AGENDA 10 
Event Analysis Report 

Jake Bernhagen, PRS Technical Liaison 
 

Action 
Information 

Report 
Jake Bernhagen will provide an overview during the meeting. 

  



                                                                     
 

                         
 

 

AGENDA 11 
2022 Dates 

Greg Sessler, PRS Chair 
 

Action 
Information 

Report 
Chair Sessler will provide an overview during the meeting. 
 

 
 

 
 
 
  

*Joint with OGOC 
 
 
MRO CONFERENCE DATES 2022  

Q1 RAM/CIP Conference: March 23, 2022 *virtual  

Q2 Reliability Conference: May 17-18, 2022 networking reception and conference Kansas City 

Q3 CMEP: July 25-26, 2022  networking reception and conference 

Q4 Security Conference: October 4-6, 2022 SAC meeting, training, networking and conference 

 

 Q1 2022 Q2 2022 Q3 2022 Q4 2022 

RAC 4/6* 5/19 8/17 11/16 

PRS 2/22 5/3 8/16 11/15 

SAC 2/16 6/22* 10/5-10/6 11/9 

SACTF 2/9 6/15 10/6 11/2 

CMEPAC 2/15 6/7 9/21* 11/10 

OGOC 4/6 6/22 9/21 11/30 

BOD 4/7 6/23 9/22 12/1 



AGENDA 12 
PRS Roundtable Discussion 

Greg Sessler, PRS Chair 

Action 
Discussion 

Report 
Chair Sessler will lead this discussion during the meeting. 



AGENDA 13 
Other Business and Adjourn 

Greg Sessler, PRS Chair 

Action 
Discussion 

Report 
Chair Sessler will lead the discussion during the meeting. 



                                                                     
 

             

 
 

 

AGENDA 14 

Closed Session 

Greg Sessler, PRS Chair 

 

Action 
Discussion 

Report 
Chair Sessler will lead the discussion during the closed session. 
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